ABSTRACT

Single-molecule localization microscopy (SMLM) is a popular microscopic technique that achieves super resolution imaging by localizing individual blinking molecules in thousands of frames. Therefore, the reconstructed high-resolution image is a combination of millions of point sources. This particular computational reconstruction leads to the question of the estimation of the image resolution. Fourier-ring correlation (FRC) is the standard tool for assessing the resolution. It has been proposed for SMLM by computing a discrete correlation in the Fourier domain. In this work, we derive a closed-form expression to compute the continuous FRC. Our implementation provides an exact FRC and an alternative to compute a parameter-free FRC. In addition, it gives insights on the discrepancy of the discrete FRC and yields a rule to select its parameters such as the spatial sampling step or the width of the kernel used as density estimator.

Index Terms—Single-molecule localization microscopy, Fourier-ring correlation, image resolution.

1. INTRODUCTION

Single-molecule localization microscopy (SMLM) is a super-resolution microscopy technique capable of imaging objects of the order of tens of nanometers. This modality, also known as PALM or STORM, has become a standard tool in cell biology [1]. This computational imaging combines an optical setup and a localization algorithm to render an image reconstructed from a set of estimated positions. The rendering process usually involves a kernel that determines the contribution of each position to the reconstructed image [2, 3]. Since the emergence of SMLM, the determination of image resolution has become a primordial matter as the reconstructed image is a combination of optics and numerics.

The Fourier-ring correlation (FRC) [4] or, equivalently, the spectral signal-to-noise ratio (SSNR) [5] is a standard tool for resolution assessment in electron microscopy. It has been recently extended to SMLM [6, 7] and quickly adopted by the community as a standard indicator of resolution. The FRC is computed from discretized rendered images. It therefore depends on experimental parameters such as the pixel size or the choice of density estimator.

In this work, we take into consideration the specificity of SMLM to derive a closed-form expression of the FRC. It is noteworthy to mention that, in the current development of localization microscopy, doing post-analysis directly on the coordinates itself and bypassing the image binning step is popular [8, 9]. We first proceed by introducing the mathematical definition of the FRC (Section 2) and its conventional (discrete) computation, for which we derive an error bound (Section 3). We then derive the closed-form expression in the continuous domain and we address specific points of implementation (Section 4). Finally, we assess the difference between a FRC computed in a conventional way (discretized) and the proposed closed-form expression with a dataset from the SMLM challenge [10] (Section 5).

2. NOTATIONS AND DEFINITIONS

Definition 2.1 (SMLM image rendering). Given the set \( P = \{ p_n \in \mathbb{R}^2 \}_{n=1}^N \) that contains the positions of \( N \in \mathbb{N} \) molecules, we define the image \( f_P \in L_2(\mathbb{R}^2) \) by

\[
f_P(x) = \sum_{n=1}^{N} (\Phi_n * \delta(-p_n))(x), \quad x \in \mathbb{R}^2,
\]

where the elements of \( \{ \Phi_n \in L_2(\mathbb{R}^2) \}_{n=1}^N \) are called the rendering kernels.

Assumption 2.2. The rendering kernels are compactly supported radial functions (i.e., there exist compactly supported 1D functions \( \phi_n \in L_2(\mathbb{R}_\geq 0) \) such that \( \Phi_n(x) = \phi_n(|x|) \)). Hence, their Fourier transform is also radial, so that we write \( \hat{\Phi}_n(\omega) = \hat{\phi}_n(|\omega|) \).

From Definition 2.1, each molecule can be rendered using a different kernel. For instance, one can use truncated Gaussian kernels whose variances are related to the number of detected photons [11, 12, 13, 14, 15, 16]. From Assumption 2.2 and Definition 2.1, we readily deduce that the rendered image \( f_P \) is compactly supported. Using the translation property of the Fourier transform, we also get that

\[
\hat{f}_P(\omega) = \sum_{n=1}^{N} \hat{\Phi}_n(\omega)e^{-ip_n^t \omega}.
\]

Definition 2.3 (Fourier-ring correlation (FRC) [6, 7]). Let \( f \in L_2(\mathbb{R}^2) \) and \( g \in L_2(\mathbb{R}^2) \). Then, the FRC between the images \( f \) and \( g \) is defined \( \forall \rho > 0 \) as

\[
\text{FRC}_{(f,g)}(\rho) = \frac{\langle \hat{f}, \hat{g} \rangle_{c_\rho}}{\sqrt{\langle \hat{f}, \hat{f} \rangle_{c_\rho} \langle \hat{g}, \hat{g} \rangle_{c_\rho}}},
\]

where \( c_\rho := \{ \omega \in \mathbb{R}^2 : \| \omega \|_2 = \rho \} \) is a circle of radius \( \rho > 0 \) and

\[
\langle \hat{f}, \hat{g} \rangle_{c_\rho} := \int_{c_\rho} \hat{f}^*(\omega)\hat{g}(\omega) d\omega.
\]
3. CONVENTIONAL FRC COMPUTATION IN SMLM

To compute the FRC, the standard practice is to sample the continuously rendered images \( f_P \in L_2(\mathbb{R}^2) \) and \( f_Q \in L_2(\mathbb{R}^2) \) as

\[
\begin{align*}
\hat{f}_P &\in \mathbb{R}^K \text{ such that } [\hat{f}_P]_k = f_P(x_k) \\
\hat{f}_Q &\in \mathbb{R}^K \text{ such that } [\hat{f}_Q]_k = f_Q(x_k),
\end{align*}
\]

where \( \{x_k \in \mathbb{R}^2\}_{k=1}^K \) is a set of sampling points on a uniform Cartesian grid. We denote by \( s > 0 \) the spatial sampling step. The size of the grid is chosen such that the (compact) support of \( f_P \) (and, respectively) is fully contained within the discrete image \( f_P \) (and, respectively). Then, the FRC is computed from the discrete Fourier transform (DFT) of \( \hat{f}_P \) and \( \hat{f}_Q \) (which are denoted \( \hat{f}_P \) and \( \hat{f}_Q \)), using numerical integration and interpolation. Henceforth, we shall refer to our approach as closed-form FRC. From the Poisson summation formula, we have that

\[
[\hat{f}_P]_k = \sum_{m \in \mathbb{Z}^2} \hat{f}_P(\omega_k + 2\pi s^{-1}m),
\]

where \( \omega_k \) is the pulsation that corresponds to \( [\hat{f}_P]_k \). As a result, the sampling procedure yields the error

\[
\left|[\hat{f}_P]_k - \hat{f}_P(\omega_k)\right| \leq \sum_{m \in \mathbb{Z}^2 \setminus \{0\}} \left|\hat{f}_P(\omega_k + 2\pi s^{-1}m)\right|.
\]

Because the kernels \( \Phi_n \) are compactly supported (Assumption 2.2), their Fourier transforms \( \hat{\Phi}_n \) are not. Hence, the accuracy of the discrete FRC is related to the sampling step \( s \) as well as the decay of \( |\hat{\Phi}_n| \). They have to be tuned so as to minimize the aliasing (i.e., minimize the bound in (8)). In particular, the sampling step must be sufficiently small and \( |\hat{\Phi}_n| \) must decrease fast enough. This will be further discussed along with the numerical experiments (Section 5).

4. CLOSED-FORM EXPRESSION OF THE FRC IN CONTINUOUS DOMAIN

4.1. Main Result

We present our main result in Proposition 4.1 where we derive a closed-form expression of the FRC in the continuous domain. Henceforth, we shall refer to our approach as closed-form FRC.

Proposition 4.1. Let \( f_P \in L_2(\mathbb{R}^2) \) and \( f_Q \in L_2(\mathbb{R}^2) \) be the rendered images of \( P = \{p_n \in \mathbb{R}^2\}_{n=1}^N \) and \( Q = \{q_m \in \mathbb{R}^2\}_{m=1}^M \), respectively. Then, the FRC is given by (3) with

\[
\langle \hat{f}_P, \hat{f}_Q \rangle_{C_\rho} = \sum_{n,m=1}^{N,M} \langle \hat{\Phi}_n \hat{\Phi}_m \rangle(\rho) J_0(||p_n - q_m||_2\rho), \tag{9}
\]

where \( J_0 \) is the zero-order Bessel function of the first kind. The kernels \( \hat{\Phi}_n \) follow the conditions in Assumption 2.2.

Proof. Injecting (2) into \( \langle \hat{f}_P, \hat{f}_Q \rangle_{C_\rho} \), we obtain that

\[
\langle \hat{f}_P, \hat{f}_Q \rangle_{C_\rho} = \int_{C_\rho} \sum_{n,m=1}^{N,M} \langle \hat{\Phi}_n \hat{\Phi}_m \rangle(\omega) e^{-i||p_n - q_m||_2\rho} \omega \ d\omega. \tag{10}
\]

By definition, we have that \( \forall \omega \in C_\rho, \|\omega\|_2 = \rho \). Combining that fact with Assumption 2.2 and the linearity of the integral comes to

\[
\langle \hat{f}_P, \hat{f}_Q \rangle_{C_\rho} = \sum_{n,m=1}^{N,M} \langle \hat{\Phi}_n \hat{\Phi}_m \rangle(\rho) \int_{C_\rho} e^{-i||p_n - q_m||_2\rho} \omega \ d\omega. \tag{11}
\]

where \( r_{nm} = (p_n - q_m) \). By setting \( r_{nm} = r_{nm}(\cos(\theta_{nm}), \sin(\theta_{nm})) \) and \( \omega = \omega(\cos(\theta), \sin(\theta)) \) (polar coordinates), we have that

\[
\begin{align*}
\int_{C_{\rho}} e^{-i||p_n - q_m||_2\rho} \omega &= \int_{-\pi}^\pi e^{-i||p_n - q_m||_2\rho} \omega(\cos(\theta), \sin(\theta)) \ d\theta \\
&= 2\pi J_0(r_{nm}\rho).
\end{align*}
\]

The second equality comes from the fact that \( \cos(\theta - \theta_{nm}) = \sin(\theta - \theta_{nm} + \pi/2) \) and that sin is a 2\pi-periodic function. By inserting (13) into (11), we obtain (9).

This continuous-domain expression allows for computing the FRC over circles, while in the discrete case it must be computed over annuli (circles with a certain "width"). A direct consequence of Proposition 4.1 is that, when the same rendering kernel \( \Phi \) is used for all the molecules, the FRC does not depend anymore on \( \Phi \).

Corollary 4.2. Let \( \Phi \in L_2(\mathbb{R}^2) \) be a rendering kernel that fulfills Assumption 2.2 and let \( \Phi_n = \Phi_m = \Phi \) for all \( n \in [1 \ldots N], m \in [1 \ldots M] \). Then, the FRC does not depend on \( \Phi \).

Proof. Because \( \Phi \) fulfills Assumption 2.2, we have that \( \hat{\Phi} = \hat{\phi}(\|\cdot\|) \) for a given \( \phi \in L_2(\mathbb{R}_\geq) \). Hence, (9) becomes

\[
\langle \hat{f}_P, \hat{f}_Q \rangle_{C_\rho} = |\hat{\phi}(\rho)|^2 \sum_{n,m=1}^{N,M} J_0(||p_n - q_m||_2\rho). \tag{14}
\]

The term \( |\hat{\phi}(\rho)|^2 \) is ultimately cancelled by the denominator in (3), which completes the proof.

4.2. Practical Implementation

To compute the closed-form FRC, we must compute three instances of an expression of the same type as (9). Each instance requires the calculation of the Euclidean distance between each point of one set of positions with each point of another set of positions (or itself). This yields a computational cost of \( O(N^2 + MN + M^2) \) for one value of \( \rho \). For illustration, we report running times with and without GPU in Table 1.

5. NUMERICAL EXPERIMENTS

5.1. Continuous vs. Discrete FRC

In this section, we compare the conventional FRC computation (Section 3) to the proposed closed-form expression (Section 4).
closed-form FRC curve with discrete FRC curves obtained using different sampling steps $s$ and rendering kernels $\Phi_s$. The discrete FRC curves reach the closed-form FRC curve when the width of the kernel and the sampling step are appropriately set (e.g., $s = 2\text{nm}$ and $\sigma = 8.49\text{nm}$).

We consider the MT1.N1.LD dataset of the 3D SMLM challenge $^1$ and we denote by $P^*$ the set containing the positions of the ground-truth molecules. The second set, $P$, contains the positions of the molecules which were localized by one of the participants [17] for the MT1.N1.LD dataset. We use a unique rendering kernel for all the molecules and define it as the truncated Gaussian

$$\Phi_\sigma(x) = \phi_\sigma(||x||)$$

where, for $\sigma > 0$,

$$\phi_\sigma(x) = \begin{cases} 
\frac{1}{\sigma \sqrt{2\pi}} e^{-\frac{x^2}{2\sigma^2}} & |x| < 5\sigma \\
0 & \text{otherwise}.
\end{cases}$$

We computed some discrete FRC with different sampling steps ($s = 2, 4, 6, 8 \text{ nm}$) and different widths of the kernel ($\sigma = \{0.42, 0.85, 1.27, 2.12, 4.25, 8.49\} \text{ nm}$). These values were computed from arbitrary chosen full width at half maximum (FWHM = $2\sqrt{2\log 2}\sigma = \{1, 2, 3, 5, 10, 20\} \text{nm}$). In Figure 1, we show some of these curves for the sake of visibility. We observe that the conventional FRC curve reaches the closed-form FRC for some values of the sampling step of the discrete rendered image, as well as the parameters of the rendering kernels.

5.2. Quantitative Discrepancy of the Discrete FRC

In Figure 2, we compute the relative discrepancy between the discrete FRC and the closed-form FRC defined as

$$\text{Relative discrepancy} = \frac{\|\text{FRC}^{\text{disc.}}(f_P, f_{P^*}) - \text{FRC}^{\text{c.}}(f_P, f_{P^*})\|^2}{\|\text{FRC}^{\text{c.}}(f_P, f_{P^*})\|^2}.\quad (17)$$

We observe that a smaller sampling step yields a better approximation, as expected. In addition, for each sampling step, there exists a range of widths of kernel for which the discrepancy is minimized. Finally, we can relate these observations to the error bound derived in Section 3. Indeed, when the step size is small enough, the sampling parameters are sufficient to minimize the error to the closed-form FRC. However, if one chooses a larger step size, the parameter $\sigma$ has to be larger as well in order to reduce the aliasing effect and minimize the error.

6. CONCLUSION

In this work, we obtained a closed-form expression to compute the Fourier-ring correlation (FRC) in the continuous domain for SMLM. Our method allows us to compute a parameter-free FRC. We showed that the conventional FRC computation reaches the closed-form FRC when the sampling parameters are set appropriately. Moreover, our approach could allow for an accurate computation of the local

---

Table 1: Running time to compute the closed-form FRC. The two sets have $M = 3647$ and $N = 5514$ positions respectively. Three hundred samples of the closed-form FRC were computed. As a reference, the running times for the discrete FRC (three hundred points, image size $3200 \times 3200$) was 0.3 s on CPU.

<table>
<thead>
<tr>
<th></th>
<th>CPU</th>
<th>GPU</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>283 s</td>
<td>6.6 s</td>
</tr>
</tbody>
</table>

---

Relative discrepancy $s = 2\text{nm}$
$s = 4\text{nm}$
$s = 6\text{nm}$
$s = 8\text{nm}$

Fig. 2: Relative discrepancy between the discrete and the closed-form FRC for different values of kernel width $\sigma$. For any sampling step, there exists a range of parameters for the discrete FRC which minimizes the discrepancy.

FRC [18]. Future works should consider other image-based metrics such as SNR.
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