
Computer Vision and Image Understanding 188 (2019) 102793

Contents lists available at ScienceDirect

Computer Vision and Image Understanding

journal homepage: www.elsevier.com/locate/cviu

Texture-driven parametric snakes for semi-automatic image segmentation✩

Anaïs Badoual a,∗, Michael Unser a, Adrien Depeursinge b

a Biomedical Imaging Group, École polytechnique fédérale de Lausanne (EPFL), 1015 Lausanne, Switzerland
b Institute of Information Systems, University of Applied Sciences Western Switzerland (HES-SO), 3960 Sierre, Switzerland

A R T I C L E I N F O

Communicated by: Nikos Paragios

MSC:
41A05
41A10
65D05
65D17

Keywords:
Segmentation
Texture
Supervised learning
Interactive
Circular harmonic wavelets
Parametric snake
Active contour
Fisher’s linear discriminant analysis

A B S T R A C T

We present a texture-driven parametric snake for semi-automatic segmentation of a single and closed structure
in an image. We propose a new energy functional that combines intensity and texture information. The two
types of image information are balanced using Fisher’s linear discriminant analysis. The framework can be
used with any filter-based texture features. The parametric representation of the snake allows for easy and
friendly user interaction while the framework can be trained on-the-fly from pixel collections provided by the
user. We demonstrate the efficiency of the snake through an extensive validation on synthetic as well as on real
data. Additionally, we show that the proposed snake is robust to noise and that it improves the segmentation
performance when compared to an intensity-only scheme.

1. Introduction

In this work, our motivation is to develop a general and versatile
framework for semi-automatic segmentation of a single structure of
interest in an image, possibly under low-contrast conditions. We want
the user to be able to easily specify the desired structure and to modify
the outcome when needed.

Most often, structures cannot be fully characterized from their
internal distribution of pixel values. Therefore, segmentation methods
based on image intensity alone do not perform well on images where
the contrast between the object of interest and the background is low.
The incorporation of texture information is one complementary way to
account for the spatial organization of the pixels inside the desired ob-
ject (Hoogi et al., 2017; Reska et al., 2015; Sagiv et al., 2006). It allows
one to capture the morphological structure of a tissue (Depeursinge and
Fageot, 2017).

Active contours, also called ‘‘snakes’’, are best suited to combine
both efficient and well controlled image segmentation with extensive
and easy user interaction. They were first proposed by Kass et al. (1987)
in 1987 and since became popular tools for segmentation (Delgado-
Gonzalo et al., 2015; Blake and Isard, 1998; Bresson et al., 2007; Tang
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and Acton, 2004; Heimann and Meinzer, 2009). They consist of an
initial user-provided curve configuration that can automatically deform
itself to delineate the boundary of the object of interest. The deforma-
tion is driven by the minimization of an energy functional. Currently,
snakes are described either implicitly (e.g., level sets (Caselles et al.,
1997)) or explicitly with point-based and parametric snakes (Cardinale
et al., 2012; Brigger et al., 2000; Uhlmann et al., 2016) or, more
recently, by subdivision snakes (Badoual et al., 2017). For the energy
term, the most common approaches are based on edge or intensity
information aggregated from either inside or on the curve (Jacob et al.,
2004).

Recent approaches were proposed to incorporate texture informa-
tion into active contours and level sets (Boonnuk et al., 2015; Pons
et al., 2008; Paragios and Deriche, 2002; Lu et al., 2017; Rousson et al.,
2003; Wu et al., 2015; Awate et al., 2006). Among them, common
characterizations of texture properties were gray-level co-occurrence
matrices (Reska et al., 2015; Wu et al., 2015), Gabor filters (Sagiv
et al., 2006; Sandberg et al., 2002; Moallem et al., 2016; Wu et al.,
2015), sparse texture dictionaries (Gao et al., 2013), variational image
decompositions (Wang et al., 2014), or deep learning based on convo-
lutional neural networks (CNN) (Ronneberger et al., 2015; Rupprecht
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et al., 2016; Ngo et al., 2017; Hu et al., 2017; Hoogi et al., 2017;
Yuan et al., 2017). Those methods can be categorized into supervised
and unsupervised methods. A limitation of unsupervised approaches,
such as in Wang et al. (2014), Rousson et al. (2003), Wu et al. (2015)
and Awate et al. (2006), is that the incorporation of prior knowledge
is difficult. Meanwhile, a limitation of supervised approaches such as
CNNs is that they cannot be trained on-the-fly with only a few labeled
pixels, as required for natural interactions with snakes. For instance, in
the interactive methods of Reska et al. (2015) and Gao et al. (2013),
texture is learned from the pixels inside the manual initialization of
the snake or by providing region boxes for the foreground and the
background, respectively. Finally, most texture representations cannot
combine local rotational invariance with directional sensitivity, which
is sometimes required to accurately identify biomedical tissue struc-
tures (Depeursinge and Fageot, 2017). For instance, circular harmonic
wavelets (CHWs) (Unser and Chenouard, 2013) provide a powerful tool
to model local circular frequencies at multiple scales with invariance to
local image rotations.

In this paper, we design a new texture-driven parametric snake for
the supervised and semi-automatic segmentation of single and closed
structures of interest in images. The choice of a parametric snake as
model is motivated by the following: (1) they have a continuously
defined spatial representation via the use of basis functions; (2) it is
easy to introduce smoothness and shape constraints; (3) they require
few parameters (i.e., control points), which results in a faster optimiza-
tion and better robustness; (4) they allow for friendly user interactions;
(5) manual corrections are possible if desired. One known limitation
of parametric snakes is their sensitivity to the initialization, which
we further discuss in Section 4.2.3. The framework that we propose
is based on a new energy term that combines image intensity and
texture information. The method is valid for any texture representa-
tion yielding response maps and we compare Gabor filters (Bianconi
and Fernández, 2007), CHWs (Unser and Chenouard, 2013) and deep
feature maps from pre-trained UNets (Ronneberger et al., 2015).

The optimal balance between intensity and texture is learned using
Fisher’s linear discriminant analysis (LDA). A very small number of
samples provided by the user is sufficient to perform adequate on-
the-fly training. We perform a comprehensive performance evaluation
of the texture-driven parametric snake on both synthetic and natural
images. We measure its robustness and accuracy with respect to noise
and initialization, as well as to parameter sensitivity. In addition, we
compare our model to supervised and semi-automatic segmentation
methods. Regarding the advantages of our method, it is worth noting
that a comparison to fully automatic approaches as CNN would not be
relevant as they cannot be trained on-the-fly. Overall, our approach
allows one to efficiently segment subtle structures in low-contrast
images with only a few clicks while allowing a high level of interaction
with the user. The method is implemented as a plugin for the platform
Icy and is publicly available.

The paper is structured as follows: we describe the proposed frame-
work in Section 2. In Section 3, we discuss implementation details.
Finally, Section 4 contains an extensive validation of the proposed
snake based on synthetic data, where the ground truth is known, as
well as on real data. Conclusions are drawn in Section 5.

2. Framework

The flowchart of the proposed framework is depicted in Fig. 1 and
discussed next.

2.1. Texture analysis with filters

We use a set of 𝑁 filters to extract texture properties at a given
position of the input image 𝑓 . We create a sequence {𝑓𝑘}𝑘∈[1,…,𝐾] of
𝐾 = 1 +𝑁 intensity and texture channels defined by

𝑓𝑘(𝐱) =
{

𝑓 (𝐱), 𝑘 = 1
|(𝑓 ∗ 𝜙𝑘)(𝐱)|, 𝑘 ≠ 1,

(1)

where 𝐱 = (𝑥1, 𝑥2) is a coordinate position and 𝜙𝑘 is a filter. For a
color image in red-green-blue (RGB) representation, we compute the
response maps of the red, green, and blue image components. In this
case, we have that 𝐾 = 3 ⋅

(

1 +𝑁
)

.
The proposed method is valid for any collection of filters

{𝜙𝑘}𝑘∈[2,…,𝐾] extracting texture information. Here after we describe
three state-of-the-art filters: CHWs, Gabor filters, and deep feature maps
from a UNet.

2.1.1. Circular harmonic wavelets
CHWs provide an estimation of the local organization of image

directions (LOID) in a rotation-invariant fashion and at a low compu-
tational price. The LOID was found to be a fundamental property of
structures found in e.g. biomedical tissue (Depeursinge, 2017). It allows
one to linearly characterize the local circular frequencies, which are at
the origin of the success of texture approaches based on local binary
patterns (Ojala et al., 2002).

In (1) let 𝜙𝑘 = 𝜙(𝑝,𝑞) be the CHWs of harmonic index 𝑝 = 0,… , 𝑃 − 1
and scale 𝑞 = 1,… , 𝑄 for 𝑘 = 2,… , 𝐾. The 𝑁 = 𝑃 ⋅𝑄 positive response
maps |𝑓 ∗ 𝜙𝑘| characterize local circular frequencies in 𝑓 up to a
maximum harmonic order (𝑃 − 1) and scale 𝑄 (Unser and Chenouard,
2013). They are also locally rotation invariant (Depeursinge et al.,
2017). The CHWs are defined in the Fourier domain indexed with polar
coordinates (𝜌, 𝜃) as

𝜙̂(𝑝,𝑞)(𝜌, 𝜃) = ℎ̂(2𝑞𝜌) ⋅ ej𝑝𝜃 . (2)

There, ℎ̂ is a purely radial function that controls the scale profile of the
wavelet. We use Simoncelli’s radial wavelet for ℎ̂, which is expressed
by

ℎ̂(𝜌) =

⎧

⎪

⎨

⎪

⎩

cos
(

𝜋
2 log2

(

2𝜌
𝜋

))

, 𝜋
4 < 𝜌 ≤ 𝜋

0, otherwise.
(3)

2.1.2. Gabor filters
Gabor filter banks allow extracting multi-directional and multi-scale

texture information via a systematic parcellation of the Fourier domain
with elliptic Gaussian windows (Bianconi and Fernández, 2007). They
are not rotation-invariant and are therefore best suited for application
where the absolute feature orientation is meaningful. In the spatial
domain, Gabor kernels are complex Gaussian-windowed oscillatory
functions defined as

𝜙(𝑝,𝑞)(𝐱) =
𝐹 2
𝑞

𝜋𝜎1𝜎2
e
−𝐹 2

𝑞

(

( 𝑥̃1𝑝
𝜎1

)2
+
( 𝑥̃2𝑝

𝜎2

)2
)

ej2𝜋𝐹𝑞 𝑥̃1𝑝 , (4)

where (𝑥̃1𝑝 , 𝑥̃2𝑝 ) = 𝐑𝜃𝑝𝐱 defines the radial and orthoradial elliptic Gaus-
sian axes at the orientation 𝜃𝑝 via the rotation matrix 𝐑𝜃𝑝 . In polar
Fourier, 𝜎1 and 𝜎2 are the radial and orthoradial standard deviations
of the Gaussian window, respectively, and 𝐹𝑞 is the radial position of
its center.

We follow the procedure described in Bianconi and Fernández
(2007) to extract response maps at multiple orientations {𝜃𝑝}𝑝∈[1,…,𝑃 ]
and frequencies {𝐹𝑞}𝑞∈[1,…,𝑄], where 𝜎1 and 𝜎2 are defined to cover all
directions and scales up to the maximum frequency 𝐹𝑄.

2.1.3. Feature maps of a pre-trained UNet
Whereas CHWs and Gabor filters have well-controlled properties

and invariances, they may have two limitations. First, they are hand-
crafted, meaning that they potentially extract image features that are
not related to the segmentation task at hand. However, the latter has
the advantage of not requiring training examples. Second, they can only
characterize low-level features such as circular frequencies or edges
and ridges. Since our approach can work with any response maps, it
can leverage responses from higher-level deep filters such as used in
UNet (Ronneberger et al., 2015). The resulting deep response maps can
characterize higher-level features, including an increased complexity
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Fig. 1. Flowchart of the proposed framework: a texture analysis is first performed with a bank of filters {𝜙𝑘}𝑘∈[2,…,𝐾]. Note that the symbol ∗ denotes a convolution. Then, the
original image 𝑓1 = 𝑓 and the resulting positive response maps {𝑓𝑘 = |𝑓 ∗ 𝜙𝑘|}𝑘∈[2,…,𝐾] are balanced using Fisher’s linear discriminant analysis. We thus obtain the vector of weights
𝐰 ∈ R𝐾 . Finally, the curve 𝐫 of the snake is deformed through the minimization of the region-based energy 𝐸snake. This term allows for the distinction between homogeneous
regions in each channel 𝑓𝑘 weighted by 𝑤𝑘.

Fig. 2. UNet architecture. Dashed block: the feature maps {𝑓𝑘}𝑘∈[2,…,65].

of the modeled texture primitives. UNet is the workhorse of deep
segmentation methods and achieved state-of-the-art results in many
image segmentation applications.

Let {𝑓𝑘}𝑘∈[2,…,65] be a collection of deep feature maps of a pre-
trained UNet. The dimensionality of 𝑓𝑘 is equivalent to the one of
the input image. Fig. 2 details the architecture of the UNet and the
corresponding deep response maps used.

2.2. Parametric snakes

We describe our snake by the closed (i.e., periodic) 2D parametric
curve

𝐫(𝑡) =
(

𝑟1(𝑡)
𝑟2(𝑡)

)

=
𝑀−1
∑

𝑚=0
𝐜[𝑚]𝜑𝑚(𝑡), 𝑡 ∈ [0,𝑀] , (5)

where {𝐜[𝑚] = (𝑐1[𝑚], 𝑐2[𝑚])}𝑚∈Z is an 𝑀-periodic sequence of control
points such that 𝐜[𝑚] = 𝐜[𝑚 +𝑀]. The function 𝜑𝑚 is defined by

𝜑𝑚(𝑡) =
∑

𝑛∈Z
𝜑(𝑡 − 𝑚 − 𝑛𝑀), (6)

where 𝜑 is the exponential B-spline given in Delgado-Gonzalo et al.
(2012) Eq. (8). This basis function ensures that the snake can perfectly
reproduce elliptical shapes using few control points, which is relevant
to delineate blob-like objects. In addition, the snake is versatile enough
to provide good approximations of any closed curves. The exponential
B-spline has a small support, which is advantageous for both computa-
tional aspects and the user-interaction (moving one control point affects
the structure of the snake locally only). Our model is invariant to affine
transformations as 𝜑 verifies the partition-of-unity condition defined
by ∑+∞

𝑛=−∞ 𝜑(𝑡 − 𝑛) = 1 (Jacob et al., 2001; Unser, 2000). The number
𝑀 of control points determines the degree of freedom of the model. A
small 𝑀 leads to smooth and constrained shapes, while increasing 𝑀
brings additional flexibility to approximate arbitrarily complex curves.
We show in Fig. 3 a parametric curve and its corresponding coordinate
functions.

The choice of the energy term is crucial because it drives the
evolution of the snake and determines the quality of the segmentation.
We propose

𝐸snake =
𝐾
∑

𝑘=1
𝑤𝑘𝐸𝑘, (7)
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Fig. 3. A parametric curve represented with the exponential B-spline and 𝑀 = 4 (a) and its coordinate functions (b) and (c). The dots are the control points and the dashed lines
are the basis functions. For this plot, we normalized the period to one.

where 𝑤𝑘 is a weight and 𝐸𝑘 is a region-based energy term that allows
for the distinction between homogeneous regions in the channel 𝑓𝑘.

For 𝐸𝑘, we adopt a strategy similar to Thévenaz et al. (2011) and
Delgado-Gonzalo et al. (2012). To discriminate the object from its
background, we build a curve 𝐫𝜆 around the snake 𝐫, obtained by
dilating it by a factor

√

2 with respect to its center of gravity. The
surfaces enclosed by 𝐫 and 𝐫𝜆, denoted by 𝛺 and 𝛺𝜆, respectively,
are such that 𝛺 ⊂ 𝛺𝜆 and |𝛺𝜆∖𝛺| = |𝛺|. The corresponding energy
functional is given by

𝐸𝑘 = − 1
|𝛴|

|

|

|

|

(

∬𝛺
𝑓𝑘(𝐱)d𝑥1d𝑥2 −∬𝛺𝜆∖𝛺

𝑓𝑘(𝐱)d𝑥1d𝑥2

)

|

|

|

|

, (8)

where {𝑓𝑘}𝑘∈[1,…,𝐾] is the sequence of images described in Section 2.1
and |𝛴| = ∬𝛺 d𝐱 is the area enclosed by 𝛺. The global energy
𝐸snake = 𝐸snake(𝐜[𝑚]) is then minimized by iteratively updating the
collection of control points {𝐜[𝑚]}𝑚∈[0,…,𝑀−1] from a starting position.
The optimization of the snake is carried out by a Powell-like line-search
method (Press et al., 1986).

2.3. Fisher’s linear discriminant analysis

To set the weights {𝑤𝑘}𝑘∈[1…𝐾] in (7), we use Fisher’s LDA (Fisher,
1936), which is a supervised technique for dimensionality reduction
and classification. We want to identify the classes C (core of the desired
object) and B (background). For this purpose, we consider the two set of
samples 𝐟 (𝐱) = (𝑓1(𝐱),… , 𝑓𝐾 (𝐱)), where 𝑓𝑘 is given by (1), for 𝐱 a pixel
belonging either to the region of interest (ROI) 𝛺C or to 𝛺B. These two
ROIs are extracted once during the initialization of the snake, a step
that is detailed in Section 3.2. Fisher’s LDA seeks the most discriminant
hyperplane, characterized by the normal vector 𝐰, that maximizes the
between-class variance while minimizing the within-class variance. The
optimal solution is given by Martínez and Kak (2001)

𝐰 ∝ (SC + SB)−1(𝝁C − 𝝁B), (9)

where SC,SB ∈ R𝐾×𝐾 are covariance matrices given by

S𝑛 =
1

♯𝛺𝑛

∑

𝐱∈𝛺𝑛

(

𝐟 (𝐱) − 𝝁𝑛
)(

𝐟 (𝐱) − 𝝁𝑛
)T, 𝑛 = B,C (10)

and 𝝁𝑛 =
1

♯𝛺𝑛

∑

𝐱∈𝛺𝑛
𝐟 (𝐱) is the mean vector of size 𝐾 of the class C or B.

The number of pixels belonging to 𝛺𝑛 is denoted by ♯𝛺𝑛. The implicit

assumption here is that the texture classes are stationary which justifies
the integration over ROI.

In the global framework, Fisher’s LDA is trained on-the-fly once
during the initialization of the snake. The resulting weights remain then
unchanged during the entire optimization process.

3. Implementation details

We implemented the proposed framework as a user-friendly open-
source plugin1 available for the platform Icy (De Chaumont et al.,
2012).

3.1. Fast implementation

The framework is implemented according to the theory presented
in Section 2. The main computational bottleneck is the evaluation of
the surface integrals in (8), which needs to be performed 𝐾 times at
each iteration of the optimization process. We use Green’s theorem to
efficiently implement (8) with line integrals as

𝐸𝑘 = − 1
|𝛴|

|

|

|

|

(

2∮𝐫
𝐹𝑘(𝐫)d𝑟2 − ∮𝐫𝜆

𝐹𝑘(𝐫)d𝑟2

)

|

|

|

|

, (11)

where

𝐹𝑘(𝑥1, 𝑥2) = ∫

𝑥1

−∞
𝑓𝑘(𝜏, 𝑥2)d𝜏. (12)

Similarly, we have that |𝛴| = ∮𝐫 𝑟1d𝑟2. The use of Green’s theorem
dramatically reduces the computational cost. Moreover, the images 𝐹𝑘
and the weights 𝑤𝑘, for 𝑘 ∈ [1…𝐾], are precomputed and stored in
lookup tables to further accelerate the computation.

3.2. Supervision of fisher’s LDA

Two rectangular ROIs 𝛺C and 𝛺B (see Section 2.3) are automat-
ically extracted from the initialization of the snake. The first one is
localized at the center of gravity of the initialization and the second
one outside of the snake (Fig. 4). For the LDA to be accurate enough,
the number of texture channels should not exceed 1∕10th of the number
of pixels used for supervision, which is easily fulfilled in practice. A
manual mode is also provided to adjust either one of the ROIs when
needed.

1 A demo of the plugin is available at http://bigwww.epfl.ch/demo/texture-
snake/, as of August 2018.
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Fig. 4. Extraction of 𝛺C (red ROI) and 𝛺B (green ROI) for training Fisher’s LDA. (For
interpretation of the references to color in this figure legend, the reader is referred to
the web version of this article.)

Fig. 5. Illustrations of Jaccard indices.

4. Experiments and validation

We proceed in three steps to evaluate the performance of the
proposed texture-driven parametric snake. First, we test the effect of
the parameters on the accuracy of the outcome and study the robustness
with respect to initialization and noise. Second, we compare the pro-
posed snake in term of accuracy against other segmentation methods.
Third, we illustrate applications on real data. We use the Jaccard (𝐽 )
index to measure the overlap between a segmentation result 𝛺 and the
corresponding ground truth 𝛺GT. It is defined as

𝐽 =
|𝛺 ∩𝛺GT|

|𝛺 ∪𝛺GT|
. (13)

Clearly, 0 ≤ 𝐽 ≤ 1, and perfect overlap is described by 𝐽 = 1.
Texture boundaries are not well defined by definition, according to the
uncertainty principle (Petrou and García Sevilla, 2006). This motivated
our choice of relatively simple shapes to test the algorithm and the
use of the Jaccard index to measure the segmentation accuracy as
it does not focus on boundary similarities. Fig. 5 illustrates various
Jaccard indices to further ease result interpretation. In all following
experiments we use CHWs in our method to extract texture information.

4.1. Databases

To validate our model, we created three databases drawn from the
real textures of the Prague Texture Segmentation Benchmark2 (Haindl
and Mikes, 2008). Each database was created based on the following
pipeline. First, we selected a set of texture classes; then, each texture
was combined in pairs using a binary mask of blob-like shape to create
an image of (512 × 512) pixels. The mask was obtained by thresholding
a mixture of several Gaussians with random parameters. To vary the
shape to be segmented, we used the five different masks of Fig. 6 for
each combination. For the first database, called Database 1, we used

2 The textures were taken from http://mosaic.utia.cas.cz/index.php?act=
intro, as of August 2018.

Fig. 6. Masks used for the evaluation.

Fig. 7. Textures used for the evaluation.

a set of ten textures of different classes (e.g., wood, stone, flowers).
The textures are shown in Fig. 7(a). Database 1, made of 450 images,
allows us to test the snake on a diverse set of texture patterns. An
image of this database is illustrated in Fig. 17. The two other databases
were constructed using five textures of the same class. Database 2 is
made of the class ‘‘wood" and Database 3 of the class ‘‘flower". The
corresponding textures are shown in Fig. 7(b) and (c). We use those
two databases, made of 100 images each, to study the efficiency of the
snake when segmenting similar textures that differ only in subtle ways.

Databases 1, 2, and 3 are made of color images in the RGB rep-
resentation. One advantage of the proposed snake is that it can handle
several channels. In the case of RGB images, it uses both texture and in-
tensity information in every color channel. However, the multichannel
information can be predominant over the texture. Typically, textures
of Database 3 are very similar (i.e., flowers) but often the color differs.
Hence, in order to evaluate the ability of our snake to discriminate
textures, as opposed to colors, the validation is performed on both RGB
and grayscale versions of the three databases. The grayscale images are
obtained by averaging the red, green, and blue channels of the RGB
images.

For all experiments, Fisher’s LDA is trained using two fixed ROIs
that contain the foreground and background in each mask of Fig. 6.

4.2. Parameters and validation of the model

4.2.1. Degrees of freedom of the curve
The number 𝑀 of control points is an important parameter of the

proposed snake. The choice of 𝑀 depends on the application. A large
value of 𝑀 increases the ability of the snake to approximate intricate
shapes but makes the optimization process more complex and penalizes
robustness. To illustrate this, we segmented Database 1 for different

5
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Fig. 8. Segmentation performance on Database 1 (RGB images) according to the
number 𝑀 of control points. We used 3 scales and 5 harmonics. Dashed line: average
Jaccard of the snake’s initialization over the five masks of Fig. 6.

values of 𝑀 , for 𝑃 = 5 and 𝑄 = 3. The corresponding Jaccard indices
are reported in Fig. 8. The default box spans from the 0.25 quantile
to the 0.75 quantile. The dark (gray, respectively) dots are the outliers
defined as points beyond 1.5 (3, respectively) times the interquantile
range from the edge of the box. We observe that the median increases
as 𝑀 increases. However, the segmentation becomes less robust as the
number of outliers increases. The best tradeoff between accuracy and
robustness was found to be 𝑀 = 6 for Database 1. In fact, keeping 𝑀
small acts as a regularizer for the curve.

4.2.2. Influence of 𝑃 and 𝑄 for the CHW decomposition
We study the impact of the number of harmonics and scales on

the accuracy of the segmentation outcome. For fixed 𝑃 and 𝑄, we can
reconstruct the image 𝑓snake to generate a two-dimensional projection
that estimates what the snake ‘‘sees’’ using

𝑓snake =
𝐾
∑

𝑘=1
𝑤𝑘𝑓𝑘, (14)

where {𝑤𝑘}𝑘∈[1…𝐾] are the weights in (7) estimated with Fisher’s LDA.
In Fig. 9, 𝑓snake is shown for different values of 𝑃 and 𝑄, along with
their Jaccard index. The original image is a grayscale image of Database
2. The initialization of the snake and the original image are depicted
in Fig. 10.

We observe that the wavelet scale acts as regularizer. It smoothes
the textures on 𝑓snake. At high 𝑃 and 𝑄, the image is less detailed and
the snake is less likely to be trapped in local minima but, when 𝑄 is
too large, the boundary of the object is not well-defined, which results
in an inaccurate segmentation. Increasing the number of harmonics
leads to a better discrimination of the two textures. However, more
than 5 harmonics yields no more relevant information, resulting in
decreased segmentation performance because Fisher’s LDA fails to find
adequate separating hyperplanes in spaces with too many dimensions.
In addition, it is well-known from statistics of natural images that most
information is contained in low frequencies (Hyvarinen et al., 2009).

In a second experiment, Database 2 was segmented using various
values of 𝑃 and a fixed 𝑄 equal to 3. The results are shown in Fig. 11. It
can be observed that the accuracy improves from 𝑃 = 1 to 𝑃 = 5, which
is even more remarkable on grayscale images. Then, the accuracy
plateaus and decreases. To conclude, the combination of 5 harmonics
with 3 scales provides enough information to discriminate the textures
while preserving an accurate segmentation. Hence, 𝑃 = 5 and 𝑄 = 3
were fixed in all following experiments.

Fig. 9. Illustration of 𝑓snake for 𝑃 = 1, 3, 5, 7, and 𝑄 = 1, 3, 5, 7.

Fig. 10. Initialization on the original image, 𝐽 = 0.62.

4.2.3. Dependence on initialization
An important aspect is the initial position from which the snake

is optimized. Circular shapes for closed snakes are common initial
contours. We segmented Database 1 using the five initializations shown
in Fig. 12. The corresponding Jaccard indices are reported in Fig. 13.
The best accuracy is obtained for the first two initializations. In fact,
the energies 𝐸𝑘, 𝑘 ∈ [1…𝐾], given in (8), are sensitive to the image
contrast between the core and the shell of the snake. Hence, the snake
should be initialized such that the core intersects the object of interest
and the shell intersects the background.

4.2.4. Robustness with respect to noise
We investigated the robustness of the texture-driven snake to noise

in the image as a function of the number 𝑀 of control points. We
generated 100 realizations of noisy data for each one of five levels of
additive white Gaussian noise. We ran the optimization process until

6
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Table 1
Jaccard indices for the segmentation of noisy data on RGB (top) and grayscale (bottom) images.

Fig. 11. Segmentation performance on Database 2 for various numbers 𝑃 of harmonics.
We used 3 scales and 6 control points. Dashed line: average Jaccard of the snake’s
initialization over the five masks of Fig. 6.

convergence using the proposed texture-driven snake. Signal-to-noise
ratio (SNR) corresponding to a given noise level and median Jaccard
index were computed. We used a pixelwise SNR that compares the
noisy image and the ground-truth image. The results are summarized
in Table 1. The initialization of the snake is overlaid in the thumbnails
which depict the noise-corrupted images. Its overlap with the ground
truth corresponds to 𝐽 = 0.55. From the results, we observe that the
texture-driven snake is robust with respect to noise since it is able to
give a proper segmentation outcome even for SNRs close to 0dB. This
can be explained by the fact that each energy 𝐸𝑘 in (7) , for 𝑘 = 1,… , 𝐾,
estimates the mean intensity over regions, while Gaussian noise has
zero mean. The performance of the snake decreases faster for numerous
control points, where higher noise levels induce many local minima.

4.2.5. Impact of the texture filtering method
An advantage of our framework is that one can choose the filters

that are best suited to his application. We compared the effectiveness

Fig. 12. Various initializations with 6 control points. Inner red circle: snake; Outer
blue circle: shell. The initializations are superimposed on the image of the sum of the
five masks given in Fig. 6. (For interpretation of the references to color in this figure
legend, the reader is referred to the web version of this article.)

of our method when using three different low- and high-level (i.e. deep)
filtering methods in the texture analysis: (1) CHWs with 3 scales and
5 harmonics (see Section 2.1.1); (2) Gabor filters with 3 scales and
5 orientations (see Section 2.1.2); (3) 64 feature maps from a pre-
trained UNet (see Section 2.1.3). In order to only compare the efficiency
of the filters to extract texture information, we equalized mean and
variance inside and outside the mask in the grayscale databases 1, 2,
and 3. We compared the segmentation performance on the resulting
databases for each filtering method. For Database 1, the UNet’s feature
maps were obtained by training the network on 40 images made of the
two other databases. We proceeded the same way for Database 2 and
Database 3. The results of the segmentation are given in Fig. 14. We
also assessed the statistical significance of pairwise comparisons using
a two-tailed paired Wilcoxon rank test. The results are summarized
in Table 2. The performances of Gabor filters and CHWs are similar

7
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Fig. 13. Segmentation performance on Database 1 for the initializations depicted in
Fig. 12. We used 6 control points, 3 scales, and 5 harmonics. Dashed line: average
Jaccard of the snake’s initialization over the five masks of Fig. 6.

Fig. 14. Segmentation performance obtained with the proposed snake for the three
databases when mean and variance were equalized inside and outside the mask. We
used 3 scales and 5 harmonics for the CHW decomposition, 3 scales and 5 orientations
for the Gabor filters, and 64 feature maps of a UNet. Dashed line: average Jaccard of
the snake’s initialization over the five masks of Fig. 6.

Table 2
𝑝-values for pairwise comparisons of texture filtering methods (see Fig. 14) assessed
using a two-tailed paired Wilcoxon rank test.

Database 1 Database 2 Database 3

CHW vs. Gabor 0.6397 0.02576 0.00617
CHW vs. UNet 0.009096 3.775E−05 0.8676
Gabor vs. UNet 0.04813 1.06E−10 0.008927

on Database 1, whereas UNet’s feature maps are slightly less discrim-
inative. On Database 2, Gabor filters are significantly more efficient.
This is due to the strong and consistent directionality of the textures in
this database (Fig. 7(b)), which is efficiently captured by Gabor filters
because they are not invariant to image rotations. However, this lack of
rotation-invariance explains that their efficiency significantly decreases
on Database 3 where the flower petals have different orientations
within the same texture class (Fig. 7(c)).

4.3. Comparisons with existing approaches

We carry out two experiments in which we compare the pro-
posed texture-driven snake in term of accuracy against two segmenta-
tion methods: (1) the exponential B-spline parametric snake described

in Delgado-Gonzalo et al. (2012). This snake has the same repro-
duction properties and smoothness as the proposed snake but relies
on a different region-based energy (intensity information only). The
implementation of this method was taken from the free open-source
image-processing package Icy (De Chaumont et al., 2012); (2) the
texture-based discrete parametric snake described in (Reska et al.,
2015). This algorithm generates texture feature maps from gray-level
co-occurrence matrices (GLCM) and selects the features that are best
suited using a relative standard deviation criteria. We used the im-
plementation given in the platform MESA (Reska et al., 2014). In the
following, we refer to those methods as ‘‘intensity-based snake" and
‘‘GLCM-based snake", respectively. Similarly to our framework, those
two snakes allow for user-interaction and can be trained on-the-fly. We
recall that a comparison to fully automatic approaches would not be
appropriate since we focus on methods that can be trained on-the-fly
with one image. It is worth noting that the two competing methods
assume grayscale images.

For all experiments in this section, we initialized the GLCM-based
snake with a circle inside the texture of interest, and we set the
sensitivity parameter to 3 and enable the option ‘‘All angles". Its overlap
with the five masks of Fig. 6 corresponds to 𝐽 = 0.53. We initialized the
other methods with a circle centered3 on the image and let them evolve
automatically until convergence using 6 control points. The Jaccard of
this initialization corresponds to 𝐽 = 0.58. For our snake we used 3
scales and 5 harmonics.

4.3.1. Mean and variance equalization
The goal of this experiment is to emphasize the importance of

textural information by illustrating the limitations of the intensity-
based snake, and to evaluate the efficiency of our method to detect
the desired texture. To only have texture information in the grayscale
databases 1, 2, and 3, we equalized mean and variance inside and
outside the mask. We optimized the intensity-based, GLCM-based and
proposed snakes on each resulting database. The corresponding Jaccard
indices are reported in Fig. 15. Note that the energy of the GLCM-
based snake is based on a sensitivity parameter. Therefore, if the
algorithm does not sufficiently discriminates the texture of interest,
the snake will spread over the entire image yielding low Jaccard
indices. This explains the high standard deviations for this method in
Fig. 15. We observe that, in each case, the proposed texture-driven
snake achieved an adequate segmentation of the object of interest,
whereas the intensity-based snake got trapped in local energy minima
due to the presence of inhomogeneous regions. Thus, the additional
value of texture information is clearly observed. This is reinforced by
the GLCM-based snake that yields to a higher maximum Jaccard index
than the intensity-based snake on Databases 1 and 2. However, in each
database, the GLCM-based snake is less accurate and robust than the
proposed snake. The bad result on Database 3 could be explained by the
fact that the feature selection algorithm in Reska et al. (2014) penalizes
feature maps with high relative standard deviation, which is not a true
discriminative criteria when compared to Fisher’s LDA.

4.3.2. Original data
In this experiment, we evaluate the segmentation performance on

the original databases described in Section 4.1. For comparison pur-
poses, we also provide results obtained with the proposed snake when
𝐰 = 𝟏 to investigate the influence of Fisher’s LDA. We compared
the final segmentation result to the corresponding ground truth of the
synthetic data. The associated Jaccard indices are reported in Fig. 16.
Illustrations of the segmentation results are shown in Fig. 17. We

3 The energy of the GLCM-based snake makes it expand into a region with
an uniform texture that is similar to the initial region of the contour. The
initialization of this method thus has to be inside the object of interest, whereas
for our snake, the initialization has to include the object of interest with a
substantial amount of background.
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Fig. 15. Segmentation performance for the three databases when mean and variance
were equalized inside and outside the mask. For the proposed snake we used 6 control
points, 3 scales, and 5 harmonics.

Fig. 16. Segmentation performance for the three databases. Database 1: 450 images;
Database 2 and Database 3: 100 images. For the proposed snake we used 6 control
points, 3 scales, and 5 harmonics.

observe that, for each database, we obtain more accurate segmentation
outcomes with the proposed texture-driven snake, either on RGB or
grayscale images. We also remark that removing Fisher’s LDA from
the proposed method (i.e., when 𝐰 = 𝟏) significantly decreases the
performances. This shows the importance of the weights 𝐰 and that
Fisher’s LDA is an adequate method to choose them. Finally, the
proposed method get better results and robustness when it is applied
on RGB images rather than on grayscale images. This is striking for
Database 3 and highlights the advantage of our method to be able to
deal with different channels.

4.4. Real data scenarios

We illustrate the behavior of the proposed snake on real data
scenarios. For each experiment we manually initialized the snake and
let the optimization evolves until convergence for 𝑃 = 5 and 𝑄 = 3. As
user-interaction is one of the main asset of our framework, we locally

Fig. 17. Segmentation of an image of Database 1. The intensity-based snake and GLCM-
based snake are optimized on the grayscale version of the image as they cannot handle
several channels.

Fig. 18. Segmentation of a squirrel.
Source: J de Gier.

refined some segmentation outcome by manually moving one or several
control points. The average time to segment each image was less than
1.2 s on a 1.7 GHz CPU and 8 GB RAM.

4.4.1. Photographic images
We applied our snake on 4 natural photographs taken from Un-

splash,4 a website dedicated to sharing copyright-free photography.
The initializations, segmentation outcomes and manual edits are shown
in Figs. 18–21. The goal of Fig. 18 is to show that our method can
efficiently segment intricate shapes. Figs. 19 and 20 are challenging as
the background and the object of interest have similar color. Moreover,
the illumination is not uniform which makes the texture more difficult
to extract. In Fig. 21, small dark areas around the boundaries of the
leaf, with a color similar to the background, make the segmentation
challenging. As a point of a comparison, we provide in Fig. 21(d) the
segmentation outcome obtained with the intensity-based snake.

4.4.2. Biological images
Texture information is also widely used to characterized biological

tissues. We applied our snake to 2 microscopy images from the Cell
Image Library.5 Those images are challenging as the color inside and

4 The images were taken from https://unsplash.com/, as of September
2018.

5 The images were taken from http://www.cellimagelibrary.org/, as of
September 2018.
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Fig. 19. Segmentation of leaves.
Source: Mikael Kristenson.

Fig. 20. Segmentation of a mushroom.
Source: Nancy Newton.

Fig. 21. Segmentation of a leaf. (a)–(c): proposed snake; (d): intensity-based snake.
Source: Joshua Newton.

outside the structure to segment are similar, and they contain several
textures. The initializations and segmentation outcomes are shown in
Figs. 22 and 23. The qualitative assessment of the segmentation yields
satisfactory results.

5. Conclusions

We have presented a new parametric snake that efficiently allows
one to segment structures with similar intensity distribution and low
contrast with the background. Our main contribution is the derivation
of a new energy that combines intensity and texture information. The
contribution of the two types of information is balanced using Fisher’s
LDA. The method is general and any suited filter banks can be used

Fig. 22. Segmentation of a hair follicle on a light micrograph.
Source: Ivor Mason, 2012, CIL:39094.

Fig. 23. Segmentation of a fossil of red sponge coral on a microscopy image.
Source: Norm Barker, 2009, CIL:41842.

to extract texture features. This framework is trained on-the-fly from
small collections of pixels provided by the user. One main advantage
of this method is that one can easily interact with the snake to edit the
segmentation outcome when required.

We have compared the performance of our snake to existing ones.
In particular, we have observed that the texture-driven snake always
performs better than classical parametric snakes that rely on intensity
information only. This improvement was even more substantial when
the intensity distributions are similar over the background and the
object of interest. We have studied the parameter sensitivity of our
proposed method as well as its robustness to noise. Finally, we have
shown its practical usefulness on real images.

As future work, we plan to extend this framework for the seg-
mentation of 3D and multi-modal data. For instance, we know that a
combination of medical image modalities (e.g. MRI and CT with various
contrasts) can provide complementary information about the texture of
a specific tissue (e.g. organ, tumor). Hence, as the proposed snake can
handle several channels, it could be of interest to use images of different
modalities as inputs of the framework.
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