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Fast and robust segmentation of the striatum using deep convolutional neural networks
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HIGHLIGHTS

- We describe a new method for striatum segmentation.
- We employ two serial deep convolutional neural networks (CNN).
- Segmentation accuracy of deep CNN is comparable with that of previous methods.
- The processing time of the new method is much faster than previous methods.
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ABSTRACT

Background: Automated segmentation of brain structures is an important task in structural and functional image analysis. We developed a fast and accurate method for the striatum segmentation using deep convolutional neural networks (CNN).

New method: T1 magnetic resonance (MR) images were used for our CNN-based segmentation, which require neither image feature extraction nor nonlinear transformation. We employed two serial CNN, Global and Local CNN. The Global CNN determined approximate locations of the striatum. It performed a regression of input MR images fitted to smoothed segmentation maps of the striatum. From the output volume of Global CNN, cropped MR volumes which included the striatum were extracted. The cropped MR volumes and the output volumes of Global CNN were used for inputs of Local CNN. Local CNN predicted the accurate label of all voxels. Segmentation results were compared with a widely used segmentation method, FreeSurfer.

Results: Our method showed higher Dice Similarity Coefficient (DSC) (0.893 ± 0.017 vs. 0.786 ± 0.015) and precision score (0.905 ± 0.018 vs. 0.690 ± 0.022) than FreeSurfer-based striatum segmentation (p = 0.06). Our approach was also tested using another independent dataset, which showed high DSC (0.826 ± 0.038) comparable with that of FreeSurfer.

Comparison with existing method: Segmentation performance of our proposed method was comparable with that of FreeSurfer. The running time of our approach was approximately three seconds.

Conclusion: We suggested a fast and accurate deep CNN-based segmentation for small brain structures which can be widely applied to brain image analysis.

© 2016 Elsevier B.V. All rights reserved.

1. Introduction

Accurate segmentation of brain regions from magnetic resonance imaging (MRI) is important in order to find structural

changes in various neuropsychiatric disorders (Ross and Tabrizi, 2011; Tinaz et al., 2011; Videbech and Ravnikle, 2004). Furthermore, the segmentation of the brain structures is crucial in the analysis of functional imaging including positron emission tomography (PET) and functional MRI (fMRI). Segmentation of small brain regions such as striatum is a challenging task because of the variety of their intensity contrast, shape and size. Manual segmentation performed by experts is regarded as a gold standard, though it is time-consuming and impractical to use routinely. Moreover, manual segmentation could show person-to-person inconsistency. Thus, automated methods have been developed to delineate subcortical structures or small nuclei. Numerous automated methods
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have used nonlinear registration of a given image to an atlas (Gouttard et al., 2007; Iosifescu et al., 1997; Van Leemput, 2009), however atlas-based methods could not segment details of margins due to a resolution of deformation fields. FreeSurfer software (Fischl, 2012), which provides multiclass segmentation based on Markov random field, also used a probabilistic atlas. Accordingly, it is used as a spatial constraint before the segmentation into classes by Markov random field (MRF). Instead of atlas-based approach, FIRST used Bayesian appearance modeling trained by the voxel intensity and possible shape variations (Patenaude et al., 2011).

We aimed to develop a rapid and robust automated segmentation method for the striatum using deep convolutional neural network (CNN). Deep CNN is a type of machine learning which recently has resulted in stunning performance in the computer vision (Krizhevsky et al., 2012; LeCun et al., 2015). The deep learning approach does not need to model features acquired from data by hand as it can learn the target operator for a specific purpose without prior knowledge. Neither handcrafted feature selection nor complicated image processing such as nonlinear registration is required for the deep CNN. As a result, deep CNN has been applied to medical image segmentation recently. For instance, knee cartilage segmentation using deep CNN showed better performance than previous methods based on handcrafted features (Prasoon et al., 2013). Brain tissues have been accurately segmented into gray matter, white matter and cerebrospinal fluid using deep CNN (Moeskops et al., 2016; Zhang et al., 2015).

In this paper, we describe the CNN-based striatum segmentation approach. Unlike typical brain tissue segmentation, which is usually a global process for all the regions of the brain, voxels of the striatum always occupy very small proportion of the whole brain. Accordingly, the approach should be different from the previous CNN-based brain segmentation approaches (Moeskops et al., 2016; Zhang et al., 2015). Specifically, these previous approaches used a whole image as an input for CNN to segment large regions of interests. Inputting whole image for segmentation of a small region could cause errors due to locally similar regions with the target region as well as unnecessary computation burden. To solve such specific problems, we employed two serial networks called Global CNN and Local CNN. The delicate segmentation process performed by Local CNN could use small portion of the brain image rather than the whole image. Our proposed method was simple for the application and showed very fast and accurate results. Complicated image processing and a priori hypothesis for the segmentation were unnecessary. Because of the strength of deep CNN that can hierarchically learn representations from data, the network architecture we designed could learn features for the segmentation from raw T1 MR images.

2. Materials and methods

2.1. Dataset

Twenty subjects from Open Access Series of Imaging Studies (OASIS) dataset (Marcus et al., 2007) publicly available on Mindboggle-101 (http://www.mindboggle.info) were used (Klein and Tourville, 2012). The dataset includes T1-weighted brain MRI data acquired from 20 healthy subjects (Age 23.4 ± 4.0; 8 males
2.2. Overview of the approach based on deep CNN

An overview of our approach for segmentation of the striatum is presented in Fig. 1. The striatum was automatically segmented by two serial networks: Global CNN and Local CNN. Firstly, T1-weighted MR images were analyzed by Global CNN to determine approximate location of the striatum. Then, MR images were cropped according to the results of Global CNN. The cropped MR images and the outputs of Global CNN were used for the input volumes of Local CNN to determine whether voxels in the cropped volumes were striatum or not. Accordingly, Global CNN could make an approximation of the segmentation and Local CNN could draw the detailed target structure. We summarize the details of our approach in Algorithm 1.

Algorithm 1. Serial convolutional neural network.

1: Given notations
2: \((N, N_y, N_z)\): size of input volume
3: \((B_b, B_y, B_z)\): size of bounding box
4: \(x\): 3D convolution
5: \(Z(\cdot)\): zero – padding
6: \(R(\cdot)\): ReLU
7: \(T_0(\cdot)\): thresholding by \(0\). (Default value: \(0.2\))
8: \(D_k(\cdot)\): erasing small clusters less than \(k\) (default value: \(k = 500\))
9: \(B(\cdot)\): conversion into binary map
10: \(C(\cdot)\): cropping to make bounding box
11: \(A_{map}(\cdot)\): augmentation along channel direction
12: \(S_{max}(\cdot)\): softmax function
13: Input
14: \(W_l(\cdot)\): \(l\)-layer Global CNN
15: \(W_l(\cdot)\): \(l\)-layer Local CNN
16: \(X \in \mathbb{R}^{N_y \times N_z \times N} \): T1weighted volume
17: Output
18: \(O_l \in \mathbb{R}^{N_b \times N_y \times N_z} \): Binary segmentation map

Phase 1 – Global CNN

19: Initial setting
20: \(X \leftarrow X \in \mathbb{R}^{N_y \times N_z \times N} \)
21: \(O_l \leftarrow 0\)
22: for \(i = 1\) \(\rightarrow\) \(i\) do
23: \(O_l \leftarrow Z \left(W_i \ast O_l\right)\)
24: if \(i = 1\) then
25: \(O_l \leftarrow 0\)
26: else
27: \(O_l \leftarrow R(O_l)\)
28: end if
29: end for
30: \(O_l \leftarrow D_{map}(O_l)\)
31: \(O_l \in \mathbb{R}^{N_b \times N_y \times N_z} \)

Phase 2 – Local CNN

32: Initial setting
33: \(B = B(0_i)\)
34: \(M \leftarrow\) upscaling \(B\) by trilinear interpolation, \(M \in \mathbb{R}^{N_b \times N_y \times N_z}\)
35: \(I_k \leftarrow C(X), I_k \in \mathbb{R}^{N_y \times N_z \times N}\)
36: \(h_b \leftarrow C(M), h_b \in \mathbb{R}^{N_b \times N_y \times N_z}\)
37: \(O_b = A_{map}(I_k, h_b)\)
38: for \(i = 1\) \(\rightarrow\) \(i\) do
39: \(O_b \leftarrow Z \left(W_i \ast O_b\right)\)
40: if \(i = 1\) then
41: \(O_b \leftarrow S_{max}(O_b)\)
42: else
43: \(O_b \leftarrow R(O_b)\)
44: end if
45: end for
46: \(O_b(0_i) \leftarrow O_b(0_i)\), \(0_i\) is index set for a bounding box

2.3. Global CNN

As the feature of images could be automatically learned from raw data by CNN, only simple preprocessing steps for MR images were required. MR images were rescaled to a range of 0 to 255. Because Global CNN was aimed to find approximate location of the striatum, we reduced the matrix size of MR images from 160 × 256 × 256 to 40 × 64 × 64. These resized MR volumes were used as input images for the Global CNN.

Target image for the network was a map of manually labeled striatum, where the voxels located at the region of striatum was 1 and those of background was 0. For the training of global CNN, size of target image was also resized into 40 × 64 × 64. Thus, the size of the target image matrix was identical to the input matrix. After the resizing process, Gaussian filter with the 3 × 3 × 3 convolutional kernel was applied. This smoothing process for the target image of Global CNN helps the loss function to converge. We used this processed label map as a target image for the Global CNN.

Global CNN consisted of six 3-D convolutional layers (Fig. 2A). Types of convolutional filters were the same for all the layers: size of the filters was 3 × 3 × 3 and the number of channels was 64. Each convolutional layer was followed by Rectified Linear Unit (ReLU) activation layer except the last convolutional layer. Because the matrix size of the output of convolutional layers is reduced, we applied zero-padding along all 3 dimensional axes. Thus, the size of the input matrix is maintained after series of convolutional layers.

Training of the Global CNN was performed by 13 images out of 15 training/validation set. The remaining 2 images were used for validation. Training phase of the network was aimed to minimize the difference between the output of the network corresponding to a predicted striatum label map and the processed target image corresponding to the ground-truth. The difference was measured by the mean square error, \(\text{mean} \left[\frac{1}{2} (Y - f(X; \Theta))^2\right]\), where \(Y\) is the target image, \(f(X; \Theta)\) is the output of the network, and \(\Theta\) is the learned convolutional neural network for segmentation purpose.

The CNN was implemented using a deep learning library, MatConvNet (Version 1.0-beta 16) (Vedaldi and Lenc, 2015), based on MATLAB. Training was conducted by stochastic gradient descent (SGD) algorithm. SGD is a type of a gradient descent algorithm commonly used to train large networks including deep CNN (Bousquet and Bottou, 2008). At each update of the weights in the SGD algorithm, instead of considering all the training data to compute the gradient of the error function, only a mini-batch of training data is used. In our data, the gradient was computed by a target image and an output of Global CNN to train the weights of the network. \(\Delta w(t)\) is the update of weights of layer \(l\) at iteration \(t\), \(\Delta w(t) = -\alpha \frac{\partial E}{\partial w} + m \Delta w(t - 1)\), where \(\alpha\) and \(m\) are the learning rate and the momentum, respectively and \(E\) is error function. For the training of Global CNN, the momentum parameter was set to 0.9.
and the learning rate was 0.001. 100 epochs of the training process using all the training data were iteratively conducted.

2.4. Input images for local CNN

Local CNN was aimed to segment striatum accurately. Because striatum occupies a small proportion of the whole brain, inputting all voxels of the whole brain into CNN could result in unnecessary computation and inaccurate segmentation. To solve this issue, we cropped the input volume using the output of global CNN. A threshold value, $T_{\text{global}}$, to crop the approximate striatum was applied to the output of Global CNN. $T_{\text{global}}$ was set to 0.2, which sufficiently include entire striatum of the training set. In the approximate striatum segmentation map, the clusters smaller than a predefined cluster number threshold ($k_{\text{cluster}} = 500$) were regarded as background. A 3-dimensional bounding box which includes the approximate segmentation was drawn. This bounding box was exploited to crop the original MR volume and the output of Global CNN (Fig. 2B). These two cropped volumes were used as the input of Local CNN.

2.5. Architecture of local CNN

The architecture of Local CNN was described in Fig. 2B. It was similar to Global CNN which consisted of six 3-D convolutional layers. Also, size of the filters was $3 \times 3 \times 3$ and the number of channels was 64. As the cropped MR volume and the output of Global CNN were used, input volumes had two channels. For preprocessing, the intensity of the voxels of cropped MR volumes was normalized to have zero mean and one standard deviation. Mean and standard deviation were computed from voxels of each cropped MR image. Zero-padding along all 3 dimensional axes was also applied similar to Global CNN to maintain the size of the matrix after series of convolutional layers. After the last convolutional layer, 64 feature maps were connected to the two feature maps which corresponded to the scores for the striatum and the background. In this layer, a dropout function was applied. This layer randomly drops the connections with predefined probability. Dropout makes the network reduce overfitting and learn more robust features. We set the output of each neuron to zero with probability 0.5. A softmax layer was followed to discriminate two labels. The network minimized the cross entropy loss between the predicted label and the ground truth label made from manually segmented striatum.

For training Local CNN, 13 images were also used for the training and 2 images were used for the validation. Local CNN was trained for 100 epochs. The momentum parameter was set to 0.9 and the initial learning rate was $1 \times 10^{-3}$. The learning rate was logarithmically decreased to $1 \times 10^{-4}$.

2.6. Testing for striatum segmentation

After the training, 5 MR images independent from training/validation set were used for the striatum segmentation. A given T1 MR image was resized to have $64 \times 64 \times 40$ matrix size as input for Global CNN. Using the output of Global CNN and $T_{\text{global}}$, a roughly segmented striatum could be generated. From this segmented area, bounding box for Local CNN was drawn and MR volumes and the output of Global CNN were cropped. After the intensity normalization, Local CNN could generate a segmentation map for the striatum. As previously described, because Global CNN could analyze the approximate margin of the striatum from global contextual features, the number of voxels analyzed by Local CNN was much smaller than those of whole brain.

As another independent dataset, the segmentation process was tested using 18 MR images from IBSR dataset. The size of a given image of IBSR dataset was reduced to $1/4$ of the original for Global CNN. Local CNN analyzed the cropped MR images by the generated approximate segmentation map.

2.7. Evaluation

The performance of the segmentation was evaluated by Dice Similarity Coefficient (DSC). The DSC measures the overlap between two different segmentation results (Dice, 1945). It is defined as twice the size of the overlap divided by the sum of sizes of the two segmentation results: $DSC = \frac{2V_{AB}}{V_A + V_B}$ (A : Automatic segmentation; B : Ground Truth). DSC was measured by the final output of the two serial CNN compared with the manual segmentation result. We also measured precision and recall scores. The precision is the number of true positive voxels divided by the sum of true positives and false positives. The recall is the score of the number of true positive divided by true positives and false negatives (Raghavan et al., 1989). The recall represents sensitivity of the segmentation.

Precision $= \frac{V_{AB}}{V_A}$; Recall $= \frac{V_{AB}}{V_B}$

(A : Automatic segmentation; B : Ground Truth)

We compared our CNN framework with a publicly available automatic segmentation tool, FreeSurfer (Fischl, 2012). FreeSurfer provides automatic brain segmentation using T1-weighted images. FreeSurfer was conducted with its default options on the T1-weighted volumes of the test set. FreeSurfer automatically segmented subcortical structures based on probabilistic information. DSC was also evaluated for the outputs of FreeSurfer and manual segmentation results. DSC, precision and recall scores were statistically compared using Wilcoxon-signed rank test.

3. Results

An example of the segmentation result was shown in Fig. 3. Global CNN could provide a score map for striatum segmentation (Fig. 3A). The approximate segmentation using the Global CNN with a threshold, $T_{\text{global}}$, could determine the location of the patches for the input of Local CNN. Cropped MR images and the output of Global CNN passed the Local CNN, and the fine-tuned outputs from Local CNN keep the dimensions the same as the original MR image matrix. Total computation time for the segmentation was 3 s under GPU (NVIDIA GeForce Titan X) and 1.5 min under CPU (1.7 GHz Intel Core i5). Training took 2 h for Global and Local CNN under GPU, respectively.

The segmentation results of the proposed method were quantitatively evaluated by difference from the manual segmentation results (Fig. 4). Segmentation results using FreeSurfer were also evaluated and compared with our results. The proposed method showed higher DSC than that from FreeSurfer segmentation results. The difference was statistically a marginal trend toward significance (p = 0.06). Mean ± SD of DSC was 0.893 ± 0.017 and 0.786 ± 0.015 for CNN-based segmentation and FreeSurfer, respectively. The CNN-based approach showed a trend of higher Precision score than FreeSurfer (0.893 ± 0.017 and 0.690 ± 0.022 for CNN and FreeSurfer, respectively; p = 0.06). The CNN-based approach showed relatively lower recall score than FreeSurfer segmentation, however, the difference was statistically insignificant (0.882 ± 0.031 and 0.914 ± 0.036 for CNN and FreeSurfer, respectively; p = 0.31). It is suggested that FreeSurfer segmentation included slightly more true-true-positive voxels and much more false-positive voxels than CNN-based approach, which resulted in lower DSC.

Segmentation was additionally tested using IBSR dataset as an independent dataset. Though the networks were trained by OASIS
network architectures. Two serial networks consisted of 3-dimensional convolutional filters. (A) For Global CNN, 6 pairs of layers, a convolutional filter and Rectified Linear Unit (ReLU) activation, were repeatedly applied. The target of the network was processed manually segmentation map with Gaussian filter. As the size of output was same with the size of input matrix, zero-padding was applied for each layer. (B) Using the output of global CNN, bounding box for the striatum was drawn and MR volumes were cropped. These cropped MR volumes and the output of Global CNN were used for the inputs of Local CNN. The architecture of Local CNN was similar with Global CNN, 6 convolutional layers with ReLU activation. After the serial convolutional layers, softmax function was applied to determine whether a given voxel was included in the striatum or not. Parameters for the layers are summarized in the figure.

dataset which has different MR protocols including image size from IBSR dataset, our approach could generate the segmentation map. DSC of the CNN-based approach was 0.826 ± 0.038, which was not significantly different from that of FreeSurfer (0.827 ± 0.022; p = 0.76). Precision score was significantly higher in CNN-based approach (0.917 ± 0.028 vs. 0.790 ± 0.038; p < 0.001), while Recall score was significantly lower (0.756 ± 0.066 vs. 0.870 ± 0.049; p < 0.001). It suggests that the CNN-based approach showed more
false-negative but less false-positive segmentation compared with FreeSurfer. An example of segmented striatum in a subject is shown in Fig. 5. As shown in the figure, our CNN-based segmentation was mostly overlapping with the ground-truth segmentation and showed fewer false-positive labeling.

4. Discussion

In this study, we developed a novel framework for the striatum segmentation using deep CNN. The segmentation process was fast, and demonstrated segmentation performance comparable to FreeSurfer. We simply designed the network architecture without feature selections by hands. Image processing such as nonlinear transformation was not required for our approach. The framework was trained and validated by 15 T1 MR raw image data and their manual segmentation maps. DSC of our proposed method was higher than that of FreeSurfer for OASIS dataset and similar with that of FreeSurfer for IBSR dataset. Moreover, the running time for the segmentation was only a few seconds using GPU (GTX TITAN) (approximately, 1.5 min using CPU, 1.7 GHz Intel Core i5), whereas FreeSurfer takes approximately 10 h for one subject. Our approach provided accurate segmentation and was faster than previous methods including FreeSurfer. When the segmenta-
tion was tested using OASIS dataset, DSC and precision score was higher and recall score was slightly lower than those of FreeSurfer, which suggested that the CNN-based method included fewer false-positive labeling. Using IBSR dataset, the segmentation accuracy of our approach was comparable with FreeSurfer, though the architecture was only trained by 13 MR images. Moreover, the CNN-based approach was much faster. Such a fast computation speed could be advantageous to volumetric studies as well as functional studies. For example, fast striatal volume measurement could be useful in a clinical setting as a diagnostic feature of Huntington disease (Rosas et al., 2001). Quantification of dopamine transporter imaging commonly used in diagnosis of movement disorders requires fast and accurate striatal segmentation (Choi et al., 2014; Nobili et al., 2013). Functional connectivity study especially focusing on the corticostriatal connectivity which affected cognitive functions needs accurate striatal segmentation (Ystad et al., 2011). The approach based on CNN-based segmentation might facilitate clinical studies of a large brain imaging cohort as well as several structural and functional brain imaging studies that require accurate segmentation results.

In this study, we used two serial 3-dimensional CNN architectures for the segmentation. Until now, CNN-based segmentation studies have employed patch extraction for the input of the networks (Kleesiek et al., 2016; Moeskops et al., 2016; Zhang et al., 2015). These studies were mainly aimed at skull stripping or brain tissue segmentation. Unlike these studies, as the striatum was a small structure, inputting all the voxels to CNN was unnecessary and could result in errors due to the existence of similar structures to the striatum. In addition, it laid a computation burden. Furthermore, previous segmentation approaches have limitations that each voxel was classified solely by the features of small patches around the voxels. Recently developed deep CNN architectures have exploited global contextual feature for segmentation process as well as the local features (Havaei et al., 2016; Kamnitsas et al., 2015). These combined global and local contextual features could improve overall accuracy as well as reduce computational burden while they exploited large receptive field. Our approach was also similar to these combined network architectures for learning global and local contextual features. Accordingly, Global CNN in our study exploited global contextual features as MR volumes were subsampled. It generated a score map of striatum segmentation and a bounding box to reduce number of voxels for the classification in Local CNN.

Global CNN used a loss function based on mean square error for the regression rather than classification. This approach, minimization of the least squares, was also employed in deep learning application for various types of image processing (Cheng et al., 2015; Dong et al., 2014). Furthermore, 3-dimensional MR images need different methods from recent segmentation methods of 2-dimensional images (e.g. (Long et al., 2015)) due to their complexity originated from scalability. As we used 3-D convolutional filters for both the Global CNN and Local CNN, 3-dimensional information around a given voxel could be used. In short, efficient computation was achieved by Global CNN by reducing the number of voxels for the analysis, and 3-D convolutional filters could help accurately predict true label.

The features of the striatum were automatically learned from the raw data using the network architecture. This automatic feature learning is an advantage of deep neural network. Accordingly, image features or image processing specific to the striatum were not used in our approach. However, as a limitation of our work, various types of network architecture for the segmentation are possible modified from our suggested. As a proof-of-concept study of the 3-D CNN for segmentation of a small brain structure, the architecture of the network was empirically designed by monitoring the errors of the validation set. Adjustments of our proposed network including number of nodes and layers and other settings such as threshold values are possible, though we tested several changes in our proposed architecture. As a future work, optimization of the network.
architecture could improve the performance. Our approach could be flexibly used in the segmentation of other small structures. As our architecture and the parameters (e.g. threshold values) were set for the striatum segmentation, the design should be additionally optimized and re-trained for other region-of-interests.

One of the issues regarding deep CNN is number of training samples. In general, CNN needs a large number of training data. Our method did not show better segmentation performance measured by IBSR dataset than FreeSurfer. In addition, while our approach was dependent on the training using manual segmentation, another recently developed automatic segmentation tool based on multimodal images (MIST) did not require a manually labeled training set (Visser et al., 2016), which could be flexible for various types of MR data. It also showed higher accuracy for the striatum segmentation than conventional methods though we could not compare it with our approach as our dataset has only T1-weighted images. Nevertheless, our proposed network was only trained by a limited number of samples (i.e. 13 MR volumes). It might limit the performance in different dataset. Further training using various MR data from different data sets could improve the performance by using more degrees of freedoms. Moreover, our approach required T1-weighted images only, while MIST requires multimodal images for the segmentation. Modification and re-training using various dataset could also generalize the segmentation in MR data acquired by different machines and protocols.

5. Conclusion

We developed a novel striatum segmentation framework using deep CNN. The segmentation performance of our method was comparable with conventional approaches such as FreeSurfer, while it was faster. Two serial CNN architectures were used in our approach for efficient segmentation. These two CNN structures are composed of a global feature encoder and a local feature analyzer. As deep CNN could automatically learn features for the segmentation, manual a priori feature extraction was unnecessary. Because of the speed and accuracy of our CNN-based approach, it can be widely applied to various clinical and neuroscience fields combined with multimodal functional images.
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