Analytic sensing: direct recovery of point sources from planar Cauchy boundary measurements
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ABSTRACT

Inverse problems play an important role in engineering. A problem that often occurs in electromagnetics (e.g. EEG) is the estimation of the locations and strengths of point sources from boundary data.

We propose a new technique, for which we coin the term “analytic sensing”. First, generalized measures are obtained by applying Green’s theorem to selected functions that are analytic in a given domain and at the same time localized to “sense” the sources. Second, we use the finite-rate-of-innovation framework to determine the locations of the sources. Hence, we construct a polynomial whose roots are the sources’ locations. Finally, the strengths of the sources are found by solving a linear system of equations. Preliminary results, using synthetic data, demonstrate the feasibility of the proposed method.
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1. INTRODUCTION

A well-known inverse problem is source imaging from boundary Cauchy data, where the underlying model is the Laplace equation. Unfortunately, such a problem is ill-posed and thus, in order to have a unique solution, we need additional restrictions on the source configuration. Typically, one can restrict the class of source distributions by imposing smoothness properties (e.g., Tikhonov regularization\textsuperscript{2}) or by imposing a parametric source model.

Parametric solutions are very useful for applications that consider point sources. This is often the case in the electromagnetic setting such as for electroencephalography (EEG), for example, the localization of epileptic foci which can be reasonably modeled by point (dipolar) sources.\textsuperscript{3} Most localization techniques depend on the forward model; i.e., computing the boundary data for a given source configuration and iteratively fitting its parameters by least-squares optimization.\textsuperscript{4} However, the non-linear relationship between the sources’ positions and the boundary data imply the existence of local minima and make the solution very sensitive to the initial guess. Hence, recovery of the parametric sources is often limited to single-dipole models.

The mathematical uniqueness of the solution has been proven,\textsuperscript{5} and stability results are available for the case of dipolar and point sources in 2D\textsuperscript{4,6} and 3D.\textsuperscript{7} In this work, we propose a novel, non-iterative algorithm for a parametric model to recover point sources.

The main idea is to express the inverse problem at hand as a generalized sampling problem. The generalized samples are obtained by applying Green’s theorem with multiple, well-chosen test functions that are analytic in the domain. We name this procedure “analytic sensing” as the test functions capture (“sense”) the local influence of the sources. In practice these measures can be obtained by computing a surface integral with the boundary data. Next, we generalize the “annihilating filter” approach as proposed in\textsuperscript{1} to reconstruct the locations of the point sources. Once the locations are known, the corresponding strengths are obtained through a linear system of equations.
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2. PROBLEM SETTING

Let us consider a closed, 2D domain Ω with boundary ∂Ω. Moreover, consider a source distribution ρ in Ω. The source distribution manifests itself on the boundary Ω, such that:

\[-\nabla \cdot (\sigma \nabla V) = \rho, \quad \text{(1)}\]

where σ expresses the inhomogeneity of the environment Ω and V is the manifestation of the source configuration ρ. In this paper we consider σ to be constant, that is σ = 1. Hence, (1) is equivalent to Laplace’s equation, which can be written as follows:

\[-\Delta V = \rho. \quad \text{(2)}\]

There are many physical problems that can be modeled using (1), e.g. the electromagnetic setting. In that case equation (2) relates the generated potential differences, φ, to the electric source distribution, ρ, in a conductor with conductivity profile σ. Moreover, there is a boundary condition which states that no current can flow out of Ω. This condition is called the homogeneous Von Neumann condition and can be written as follows:

\[\left(\nabla V\right)_{\mid_{\partial \Omega}} \cdot e_{\Omega} = 0, \quad \text{(3)}\]

where \(e_{\Omega}\) is the outward surface normal perpendicular to ∂Ω as illustrated by figure 1.

![Figure 1. A homogenous 2D conductor Ω with boundary ∂Ω, source distribution ρ, constant conductivity σ and outward surface normal e_Ω.](image)

The problem \(\mathcal{P}\) that we shall consider is the following:

\(\mathcal{P} : \) Knowing \(V_{\mid_{\partial \Omega}}\), find ρ enclosed by ∂Ω, such that:

\[
\begin{align*}
-\Delta V_{\mid_{\Omega}} &= \rho \\
\nabla V_{\mid_{\partial \Omega}} \cdot e_{\partial \Omega} &= 0
\end{align*}
\]

\[\text{(4)}\]

3. GENERALIZED MEASURES

We would like to obtain a measure which yields information about the source distribution without having to know the manifestation of ρ in Ω. For this purpose we use analytic functions, that is, functions whose Laplacian is zero in Ω. We observe that if V is known on the boundary ∂Ω, then we can exactly calculate \((\psi, \rho)\) for well-chosen test-functions ψ.

This can be shown using Green’s theorem, which states:

\[
\int_{\partial \Omega} (V \nabla \psi - \psi \nabla V) \cdot e_{\Omega} \, ds = \int_{\Omega} (V \Delta \psi - \psi \Delta V) \, d\Omega.
\]

\[\text{(5)}\]
If we choose \(\psi\) such that \(\Delta \psi = 0\) in \(\Omega\) then we can deduce the following:

\[
\int_{\partial \Omega} (V \nabla \psi - \psi \nabla V) \cdot e_\Omega \, ds = -(\psi, \rho).
\]  

(6)

Moreover, when considering the boundary condition (3) we obtain:

\[
\int_{\partial \Omega} (V \nabla \psi - \psi \nabla V) \cdot e_\Omega \, ds = \int_{\partial \Omega} V \nabla \psi \cdot e_\Omega \, ds,
\]  

(7)

Hence, we can compute the following measures:

\[
(\psi, \rho) = -\int_{\partial \Omega} V \nabla \psi \cdot e_\Omega \, ds.
\]  

(8)

We call the test-function \(\psi\) an “analytic sensor”. In this work, we opt for analytic sensors that are rational functions of \(z\) and do not have any poles in \(\Omega\). As we shall see, this choice is very useful for the subsequent generalized annihilation procedure. Using the analytic formalism we can, by consequence, write the following:

\[
(\psi, \rho) = -\int_{\partial \Omega} V(x,y) \psi'(z) \, dz.
\]  

(9)

Unfortunately, reconstructing \(\rho\) from its generalized samples is not a well-posed problem. Hence, we need to further parametrize \(\rho\).

4. SPARSE RECONSTRUCTION

As said before, we need to further restrain \(\rho\) so that \(\mathcal{P}\) becomes well-posed. Here, we assume that \(\rho\) is a weighted sum of point sources. Hence we can parametrize \(\rho\) as follows:

\[
\rho(x) = \sum_{m=1}^{M} c_m \delta(x - x_m),
\]  

(10)

with \(c_m \in \mathbb{R}\), \(M \in \mathbb{N}\) and \(x_m \in \mathbb{R}^2\). This parametrization ensures that \(\mathcal{P}\) is well-posed in the sense that there is at most one \(\rho\) that generates \(V\big|_{\partial \Omega}\) if we have at least \(2 \ast M\) generalized measures. Thus, the goal of the inverse problem at hand is to retrieve the positions and the intensities of the point sources.

4.1 Choice of the analytic sensors

Now that the problem is well-formulated and well-posed, we need to choose the sensors such that the corresponding generalized samples allow us to determine algorithmically the locations and the intensities of the point sources. Moreover we would like that the reconstruction is a one-step process which is well localized since most applications assume superficial sources. Furthermore, we would like the algorithm to be numerically stable. For these purposes we choose the following family of rational analytic sensors:

\[
\psi_{a_n}(z) = \frac{1}{z - a_n}, \quad a_n \notin \Omega.
\]  

(11)

More specifically, we will restrict further our choice of \(a_n\) to the form \(a_n = \alpha_n e^{i n \theta}\), where \(n = 0, \ldots, N - 1\) for some \(N > 2M\) and \(\theta \in [0, 2\pi]\). The radius \(\alpha_n\) is chosen such that \(a_n \notin \Omega\). This set-up is depicted in the figure 2.
4.2 A non-iterative solution

Let us introduce a polynomial, $R$, whose roots are the locations of the point sources:

$$R (X) = \prod_{m=1}^{M} (X - z_m).$$  \hfill (12)

Thus, the following relationship exists between $R$ and the generalized samples $\langle \psi_{a_n}, \rho \rangle$:

$$\langle \psi_{a_n}, \rho \rangle = \sum_{m=1}^{M} c_m \psi_{a_n} (z_m) = \frac{\sum_{m=0}^{M-1} c_m e^{i m n \theta}}{R (a_n)}. \hfill (13)$$

Now, consider the coefficients $h_k$, such that:

$$H (z) = \sum_{k \in \mathbb{Z}} h_k z^{-k} = \prod_{k=0}^{M-1} (1 - e^{i k \theta} z^{-1}),$$  \hfill (14)

then:

$$h_n * (R (a_n) \langle \psi_{a_n}, \rho \rangle) = 0,$$  \hfill (15)

holds. Hence, let $R (X) = \sum_{k=0}^{M} r_k X^k$, then the coefficients $r_k$ are given by the linear system of equations:

$$\sum_{k' = 0}^{M} A_{n, k'} r_{k'} = 0,$$  \hfill (16)

with $A_{n, k'} = h_n * (\psi_{a_n}, \rho) a_n^{k'}$, $n \in \mathbb{Z}$. Given that there are no more than $M$ unknown poles, it suffices to have (16) for $M$ different values of $n$ to find $r_k$ (up to a factor). Since $h$ is often of length $M$, the knowledge of $2M$ consecutive values of $\langle \psi, \rho \rangle$ is sufficient to find $r_k$, and thus $z_k$ by rooting the polynomial $R(X)$, uniquely. Hence, this yields a non-iterative algorithm to localize the point sources based on the measures computed in (8).
Now that we know the locations of the point sources, we need to determine their strengths, $c_m$. From the generalized samples, we see that:

$$\langle \psi_{a_n}, \rho \rangle = \langle \frac{1}{z_{a_n}}, \sum_{m=1}^{M} c_m \delta(x - x_m) \rangle = \sum_{m=1}^{M} \frac{c_m}{z_m - a_n}. \quad (17)$$

Using equation 8, we can compute $\langle \psi_{a_n}, \rho \rangle$. Thus, the generalized samples depend linearly on the strengths $c_m$. Hence, determining the strengths boils down to solving the following system of equations:

$$\sum_{m=1}^{M} \frac{c_m}{z_m - a_n} = \langle \psi_{a_n}, \rho \rangle, \quad n \in \{0, \cdots, N - 1\}. \quad (18)$$

Figure 3 schematizes the complete algorithm, that is the localization of the point sources and the determination of the corresponding strengths.

![Flow-chart](image)

**5. SIMULATIONS**

We consider a circular domain $\Omega$ and 3 point sources located at $(x_1, y_1) = (-0.8, 0)$, $(x_2, y_2) = (0.7, 0.3)$ and $(x_1, y_1) = (0, -0.7)$. Next, we add Gaussian noise, with expected value 0, to the generalized measures such that the signal-to-noise ratio(SNR) is 20dB. Moreover, we used the following 32 analytic sensors:

$$\psi_n(z) = \frac{1}{z - 1.1 e^{i \pi n}}, \quad n = 0, \ldots, 31. \quad (19)$$

The estimated locations are shown in figure 4.

We see that the algorithm is able the distinguish the “active regions”. In any case, in the absence of noise, the locations are exactly reconstructed. We also note that the positions of the singularities are important. That is, the closer a point source is located to a singularity the better the associated analytic sensor will be able to distinguish the point source. Hence the proposed algorithm has a local behavior which allows for local sensing.
Figure 4. A scatterplot of the estimated locations of 3 point sources located at \((x_1, y_1) = (-0.8, 0)\), \((x_2, y_2) = (0.7, 0.3)\) and \((x_1, y_1) = (0, -0.7)\). The noise added to the generalized measures is additive Gaussian noise such that the estimation is performed at 20 dB.
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