ABSTRACT

This paper presents an image-segmentation method which compensates multiplicative distortions based on smooth regularity assumptions. In this work, we generalize the original Chan-Vese functional to handle a continuous multiplicative bias. In the derivation of our model, we show that the optimal correction function is necessarily a spline, which we express in terms of discrete coefficients. Following an iterative technique, we propose to find the solution by an alternate optimization of this map and of the segmented domains. In order to maximize the overall efficiency, graph cuts are combined with a specifically designed multigrid algorithm. Our experiments demonstrate the relevance of our approach for biomedical data.
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1. INTRODUCTION

The acquisition of biomedical images often involves some sort of bias, which can be attributed to several factors among which nonuniform illumination, static-field inhomogeneity, or reception-coil-sensitivity inhomogeneity in the case of MRI. These distortions render the analysis or post-processing of the data intricate [1]. In particular, most classical segmentation methods suffer from such biases.

There is an important dependency between intensity-inhomogeneity correction and segmentation. Indeed, knowing the solution of either of the two problems causes the other one to have a simpler form [2]. As a consequence, approaches for joint segmentation and bias correction have been proposed by several authors. In order to yield a satisfactory result, these techniques are iterative and rely on specific models for the bias [3].

In the presence of noise or similar visual artifacts, segmentation models typically entail the minimization of an energy functional according to some shape prior. The Chan-Vese model, for instance, regularizes the length and area of the solution contours, while being based on the expected intensity values of the background and object of interest [4]. In this framework, Wang et al. have provided a modified energy functional which compensates local multiplicative inhomogeneities in the image [5]. Meanwhile, other researchers have proposed to compensate a global multiplicative bias based on a log-type formulation [6].

In this paper, we propose a variational method based on a generalized Chan-Vese functional for the joint segmentation and multiplicative-bias compensation of an image. This technique allows for precise segmentation as well as accurate global correction of image intensities. The key aspect of our strategy lies in the use of a correction term which models the bias as a multiplicative smoothing-spline function. In order to efficiently retrieve this correction term along with the segmented image, we devise an iterative minimization strategy consisting in a multigrid algorithm combined with graph cuts. We perform several experiments on MRI and autofluorescence-microscopy data which illustrate the applicability of our approach.

2. SEGMENTATION MODEL

Let \( v : \Omega \subset \mathbb{R}^2 \mapsto \mathbb{R} \) be the continuous-domain intensities of a given image. Considering the two-zone segmentation problem, we are looking for two open sets \( \Omega_1 \subset \Omega \) and \( \Omega_2 = \Omega \setminus \Omega_1 \) which correspond to the region of interest and the background of the image, respectively. The spatial distribution of \( \Omega_i \) is represented by the characteristic function \( \chi : \Omega \mapsto \{0,1\} \) as

\[
\chi(x) = \begin{cases} 
1, & x \in \Omega_1 \\
0, & x \in \Omega_2.
\end{cases}
\]

(1)

In this work, according to [7] we model the intensity inhomogeneity of \( v \) as a slowly varying multiplicative term \( s : \Omega \mapsto \mathbb{R} \) such that

\[
v(x) = s(x)u(x) + n(x),
\]

(2)

where \( u \) and \( n \) are the inhomogeneity-free intensity function and some additive Gaussian noise, respectively.

According to the segmentation model of [4], a piecewise-constant approximation of the corrected image can be inferred...
from \(\chi\) as
\[
\begin{align*}
u(x) & \approx v(x)/s(x) \\ & \approx \chi(x)q_1 + (1 - \chi(x))q_2,
\end{align*}
\]
(3)

where the scalars \(q_i\) are the expected intensities of \(\Omega_i\).

As long as the effect of \(s\) is negligible as it approaches unity, the Chen-Vese formulation [4] can be used to find \(q_1\), \(q_2\), and \(\chi\). This amounts to minimizing the energy
\[
F(q_1, q_2, \chi) = \mu V(\chi, \Omega) + \nu \|\chi\|_{L^1(\Omega)}^2 + \gamma_1 \|\chi(u - q_1)\|_{L^2(\Omega)}^2 + \gamma_2 \|1 - \chi(u - q_2)\|_{L^2(\Omega)}^2,
\]
(4)

where \(V\) is the total-variation operator (i.e., \(V(\chi, \Omega)\) represents the length of the boundary \(\partial \Omega_1\) of \(\Omega_1\), \(\gamma_1, \gamma_2 > 0\), and \(\mu, \nu \geq 0\) are regularization constants. This yields the optimal values \(q_1 = \frac{1}{\|\chi\|_{L^1(\Omega)}} \int\Omega u(x) \, dx\) and \(q_2 = \frac{1}{\|1 - \chi\|_{L^1(\Omega)}} \int\Omega u(x) \, dx\).

In our case, \(s\) can significantly depart from unity, due to the type of data we consider. In order to properly handle this non-ideality, our contribution is to propose a generalized version of the Chen-Vese functional \(F\). For the sake of accuracy, we also account for the sampled nature of the available image. Accordingly, we define our new functional \(J\) as
\[
J(q_1, q_2, s, \chi) = \mu D(\chi^1, v^1) + \|\chi^1(v^1 - s^1q_1)\|_{L^2(\Omega)}^2 + \|1 - \chi^1(v^1 - s^1q_2)\|_{L^2(\Omega)}^2 + \lambda \|Ls\|_{L^2(\Omega)}^2,
\]
(5)

where \(s^1 : \Omega \cap \mathbb{Z}^2 \to \mathbb{R}\) is the sampled sequence defined as \(s^1[k] = s(x)|_{x=k}\). The same definitions apply for \(\chi^1\) and \(v^1\) relative to \(\chi\) and \(v\). In this compound energy, \(D\) denotes a graph-representable regularizer [8]. Compared to (4), the essential difference is the presence of the multiplicative bias \(\chi\) and \(s\). Our strategy is to optimize these quantities sequentially one at the time, keeping the others fixed. Accordingly, the optimal \(q_i\) corresponds to the update rule
\[
q_i = \frac{\int\Omega v(x)/s(x) \, dx}{\int\Omega 1/s(x) \, dx}.
\]
(10)

Regarding the optimization of \(\chi\), we follow a standard graph-cut approach. The details of the graph construction in the general case and the fast minimization algorithm are presented in [8] and [10], respectively. Finally, the minimization of (7) with respect to the coefficients of the correction map \(s\) corresponds to the resolution of a quadratic problem which we describe below. Our overall algorithm first initiates the values of \(\chi\) and \(q_i\). Starting from these initial conditions, it then updates \(s\), \(\chi\), and \(q_i\) through \(M\) successive cycles.

### 4. MULTIGRID ALGORITHM

The minimum of each functional with respect to the spline coefficients \(c\) corresponds to the solution of the linear system
\[
Ac = f
\]
(11)
in matrix notation, where
\[
A = B^T W B + \lambda R
\]
(12)
\[
f = B^T [q_1 \chi + q_2 (I - \chi) v]
\]
(13)
The vectors \( v \) and \( c \) contain the corresponding sequences \( v^1 \) and \( c \) in lexicographic ordering, respectively. The diagonal matrices \( W \) and \( \chi \) implement a pointwise multiplication with the sequences \( (q^1_1 - q^1_2) \chi^1 + q^1_2 \) and \( \chi^1 \), respectively, and \( B \) and \( R \) are convolution matrices associated to the discrete kernel \( \phi \) and to the finite-difference filter \( r \ast r[-1] \), respectively.

In practice, the dimensions of \( A \) in (11) are such that this matrix cannot be inverted directly. To find an approximate solution, we resort to an iterative approach to reduce the norm of the error \( \epsilon = A^{-1} f - c \), or, equivalently, of the residual \( \rho = f - A c \). Since it involves no matrix inversion, \( \rho \) can be computed exactly. For instance, the gradient descent updates the solution as \( c \leftarrow c + \omega \rho \) with step \( \omega \).

Given the particular properties of the multiplicative bias, most components of the solution \( s \) tend to be low-frequency. In this case, mathematical analysis demonstrates that iterating at additional coarse scales accelerates the convergence [11].

Let us first reformulate Problem (11) at nominal discretization as \( A^{c^1} = f^1 \), where the superscript \( h \) denotes the sampling step in each dimension associated to the grid \( \Omega^h \) of the domain \( \Omega \). Following \( N_1 \) iterations at that scale, the remaining error \( \epsilon^1 \) tends to be mostly low-frequency, as these components are less efficiently reduced asymptotically [11].

Our strategy to improve the convergence rate without increasing \( N_1 \) is to transfer the corresponding residual \( \rho^1 = A \epsilon^1 \) onto a coarser grid \( \Omega^{2h} \). This transfer operation is performed as \( \rho^2 = I_{h}^{2h} \rho^1 \), where \( I_{h}^{2h} \) is a restriction operator that resamples the data from \( \Omega^1 \) to \( \Omega^2 \). At that resolution, the remaining low-frequency components of \( \epsilon^1 \) can then be identified efficiently through \( \epsilon^2 \), iterating on the coarse problem \( A^{2} \epsilon^2 = \rho^2 \), where \( A^{2} \) is a low-resolution counterpart of \( A^{1} \). The components of \( \epsilon^1 \) become essentially high-frequency in \( \epsilon^2 \), which is associated to higher convergence rates.

The obtained \( \epsilon^2 \) can then be used to correct \( \epsilon^1 \) after resampling it back to \( \Omega^1 \). Using the prolongation operator \( I_{2h}^{h} \) as the dual of \( I_{h}^{2h} \), we write these operations as \( \epsilon^1 \leftarrow \epsilon^1 + I_{2h}^{h} \epsilon^2 \). In order to compensate for the approximate grid transfers, the solution is again iterated \( N_2 \) times on \( \Omega^1 \).

In our implementation, we follow a recursive version of this approach called full-multigrid cycles [11], which involves \( N_0 \) update cycles through \( V \) distinct grids. At each grid, we use successive over-relaxation as an iterative method. The definition of the transfer operators depends on the basis \( \varphi \). For instance, using tensor-product B-splines of order \( n \) yields

\[
I_{2h}^{h} = D_2 H_2^T ,
\]

where \( D_2 \) is a downsampling-by-two matrix, and where \( H_2 \) is a circulant matrix that corresponds to the scaling filter \( h_2 \) of order \( n \) defined in [12]. Regarding the coarser-scale expressions of \( A^1 \), we constrain their general form to maintain

\[
A^h = B^T W^h B + \lambda R^h .
\]

According to the variational properties [11], an ideal coarse-grid matrix \( A^{2h} \) should be defined as \( A^{2h} = I_{h}^{2h} A^1 I_{2h}^{h} \). Applying this principle to our convolutive terms \( R^h \), we obtain the spatial-domain relation

\[
r^{2h} = \{ h_2 \ast r^h \ast h_2^T \} \downarrow 2 ,
\]

where \( \downarrow 2 \) denotes a downsampling by 2 of a sequence in each dimension, and where \( r^2 = r \). Regarding the terms \( B^T W^h B \), we rather resort to a pyramid of weights because the variational properties do not comply with a simple matrix structure. Defining \( w^1 = w \), the diagonal matrix \( W^h \) is found through the spatial-domain relation

\[
\tilde{w}^{2h}[k] = \{ h_2^T \ast w^h \} \downarrow 2[k] .
\]

5. EXPERIMENTS

In this section, we apply our algorithm to biomedical data. In our implementation, we specify \( L \) as the Laplacian operator. Its nullspace is adapted to the segmentation of images with linear background variations. This choice corresponds to a fourth-order polyharmonic spline which is spanned by radial basis functions [13]. For computational reasons, we select the tensor-product B-spline basis functions (i.e., cubic splines) first mentioned in Section 4. In our graph-cut implementation, we adapt the 8-neighbor-system regularizer \( D \) presented in [14] to the characteristic function \( \chi \).

In the experiments described below, we have obtained our results using less than 4 iterations in each case. The code has been implemented in Java.

We show in Figure 1 a result of our segmentation method applied to the image of a Caenorhabditis elegans acquired with a point confocal microscope, where the intensities are nonuniform due to some parts that are in defocus. We note that the correction of the background allows one to properly identify the segmented areas of the biological structure. As expected, the multiplicative background correction takes higher values when the uncorrected image has a low intensity in the corresponding locations. We also note the high smoothness of the correction map due to regularization, and its relative independence with respect to the structure of the object. The estimated inhomogeneity factor in (d) lies approximately in an order-of-magnitude range.

In Figure 2, we show an MRI scan of a brain where the presence of system coils has resulted in a bias field. In this second experiment, we compare this image to its background-corrected version using our method. Taking the weighted average of twelve distinct coil acquisitions as a reference, the observed SNR improvement reaches about 6 dB.

6. CONCLUSIONS

We have devised a segmentation method. It is based on a smoothing-spline model and can be used to compensate for multiplicative distortions of image intensities. The results obtained on real biomedical data are encouraging, and we have
Fig. 1. Simultaneous segmentation and intensity correction of a microscopic image: (a) original image, (b) segmented data, (c) background-corrected image, (d) estimated inhomogeneity.

been able to perform a satisfying segmentation despite high intensity variations in the available data. While the method is inherently iterative, it tends to stabilize after relatively few updates of the solution.
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