Abstract

We propose to enhance 1-weakly convex ridge regularizers for image reconstruction by incorporating spatial adaptivity. To this end, we resort to a neural network that generates a weighting mask from an initial reconstruction, which is obtained with the baseline regularizer. Empirically, the learned mask can capture long-range dependencies and leads to a smaller penalization of inherent image structures. Our experiments show that spatial adaptivity improves the performance of image denoising and MRI reconstruction.

1 Introduction

A popular approach for solving linear inverse problems in imaging [22] is to compute a reconstruction \( \hat{x} \) based on the variational problem

\[
\hat{x} = \arg \min_{x \in \mathbb{R}^d} \| Hx - y \|_2^2 + \lambda R(x),
\]

where \( H \in \mathbb{R}^{m \times d} \) is the measurement operator, \( y \in \mathbb{R}^m \) is the observed data, and \( R: \mathbb{R}^d \to \mathbb{R}^+ \) is some regularizer with weight \( \lambda \in \mathbb{R}^+ \) that encodes prior information about the desirable solution. Classic regularizers \( R \), such as the Tikhonov [32] or total-variation (TV) [30] ones, are interpretable and lead to guarantees on consistency and stability [6]. However, they are not state-of-the-art anymore and are (almost) systematically outperformed by data-driven approaches [2]. The latter, though, rarely offer such guarantees [24], and sometimes even hallucinate or remove meaningful structures [15]. Hence, their usage for critical applications such as diagnostic imaging remains controversial.

Recently, the authors of [8, 9] proposed a framework to learn ridge-based regularizers (WCRR), see also [29, 3], which offer theoretical guarantees similar to those of the classic regularizers. For a vectorized image \( x \in \mathbb{R}^d \), the proposed convolutional regularizers read

\[
R: x \mapsto \sum_{j=1}^{N_C} \langle 1_d, \psi_j(W_j x) \rangle,
\]

where the differentiable potentials \( \psi_j: \mathbb{R} \to \mathbb{R}^+ \) are applied pixelwise, the \( W_j \in \mathbb{R}^{d \times d} \) are convolution matrices, and \( j \) indexes along the \( N_C \) channels. Using the shorthand \( W = [W_1^T \cdots W_{N_C}^T]^T \in \mathbb{R}^{dN_C \times d} \), we get a multichannel filtered version \( WX \) of the image \( x \), which is penalized via the channel-specific \( \psi_j \). Recall that \( R \) is called \( \rho \)-weakly convex if \( R + \frac{\rho}{2} \| \cdot \|_2^2 \) is convex. By enforcing constraints on the \( \psi_j \) and \( W_j \), it is possible to obtain (1-weakly) convex regularizers, which allows for an efficient minimization of (1). In particular, for image denoising \( (H = I) \) with \( \lambda \leq 1 \), the objective (1) is convex and an efficient global minimization is possible. Moreover, the data-to-reconstruction map is Lipschitz-continuous in \( y \) [10].

Most recent works based on the variational framework (1) also rely on a data-driven \( R \). However, \( R \) is usually chosen as a deep CNN, which makes an interpretation more challenging than for the shallow
\( \Lambda \) is computed with a neural network (NN) based on the data \( R \) in (2). Examples in the convex setting include adversarial convex regularization [23] and specific instances of variational networks [17]. The literature devoted to the non-convex setting is much richer. Examples include [8], which is based on (2) without constraints on the \( \psi_j \); total deep variation [16]; or the network Tikhonov (NETT) approach [20], where the authors also study the robustness of the data-to-reconstruction map. A slightly different approach is taken in [13], where the authors propose to directly learn \( \text{prox}_R(y) = \arg\min_{x \in \mathbb{R}^d} \frac{1}{2} \|x - y\|_2^2 + R(x) \) as a Gaussian denoiser. To do so, they explicitly parameterize \( \text{prox}_R \) as a gradient-step denoiser [4, 12] and promote the necessary 1-weak convexity of the underlying \( R \) via regularization during training.

Starting with total-variation regularization [11, 35], it has been observed in several works (see for example [7, 36]) that the use of a spatially (noise-)adapted regularizer can be interpreted as a conditioning of \( R \) on the data \( y \). Consequently, to avoid oversmoothing, the values of \( \Lambda \) should be smaller at structures. Further, as structure might respond to some noise, \( \Lambda \) might need to be larger at noisy channels. In (3), the mask can be justified in two different ways.

\begin{itemize}
  \item[i)] The noise might not be uniform throughout the data, such that a spatially (noise-)adapted regularizer is better suited than a standard one.
  \item[ii)] Inspecting the pixel-wise regularization cost, see Figure 1 we observe that both the noise and the structure in the ground truth \( x_{\text{gt}} \) lead to high cost. Consequently, to avoid oversmoothing, the values of \( \Lambda \) should be smaller at structures.
\end{itemize}

In general, it is reasonable to use different masks across the channels. Additionally, we provide comparisons with other reconstruction methods based on \( R \) that are mostly independent of the operator \( H \). Thus, we can learn \( G \) with the same Gaussian denoising task as in [9], which allows for efficient multi-noise level training. Note that \( \Lambda(y) \) can be interpreted as a conditioning of \( R \) on the data \( y \).

Recently, spatial adaptivity has also found its way into data-driven regularization [19, 18, 25], where \( \Lambda \) is computed with a neural network (NN) based on the data \( y \). For an overview, we refer to [28].

**Outline and contributions** We propose to learn a mask-generating NN \( G: \mathbb{R}^d \rightarrow [0, 1]^{dNC} \) for the construction of a spatially adaptive ridge regularizer (SARR) \( R_y \) of the form (3), which takes an initial reconstruction \( x_{\text{est}} \in \mathbb{R}^d \) as input. We implicitly assume that \( x_{\text{est}} \) is good enough, so that the mask-generating NN \( G \) is mostly independent of the operator \( H \). Thus, we can learn \( G \) with the same Gaussian denoising task as in [9], which allows for efficient multi-noise level training. Note that \( \Lambda(y) \) can be interpreted as a conditioning of \( R \) on the data \( y \).

The architecture of a SARR and the training details are given in Section 2. In particular, it holds that the denoising task (1) is convex in \( x \), which allows for robust training. Based on the learned \( \Lambda \), we provide an experimental evaluation in Section 3 both for denoising and magnetic resonance imaging (MRI) reconstruction. We find that the conditioning of \( R \) on \( y \) increases the performance for both setups. Additionally, we provide comparisons with other reconstruction methods based on (1). Our implementation builds on [9] and pre-trained models are available upon request. Finally, conclusions are drawn in Section 4.

Figure 1: The first three images correspond to the pixel-wise cost \( R_{\text{pix}}(x) = \sum_j \psi_j(W_jx) \) for \( x \in \{x_{\text{gt}}, y, x_{\text{est}}\} \), respectively, where black corresponds to high values. The last two depict the pixel-wise adapted cost \( R_{y, \text{pix}}(x) = \sum_j \Lambda_j(y) \odot \psi_j(W_jx) \), and the pixel-wise average of the mask.

\[ R_{\text{pix}}(x) = \sum_j \psi_j(W_jx) \]

\[ R_{y, \text{pix}}(x) = \sum_j \Lambda_j(y) \odot \psi_j(W_jx) \]

\[ \Lambda \rightarrow \sum_{j=1}^{NC} \langle \Lambda_j(y), \psi_j(W_jx) \rangle \]

\[ \text{https://github.com/axgoujon/weakly_convex_ridge_regularizer} \]
2 Architecture and training

The backbone of our scheme is the parameterization of $R$ proposed in [9]. It involves 80 learnt multi-convolutions for which the corresponding operator $W$ satisfies $||W|| = 1$. The associated potentials $\psi_j$ depend on the standard deviation $\sigma$ of the underlying noise as $\psi_{j,\sigma} = \alpha_j(\sigma)^{-2} \psi(\alpha_j(\sigma) \cdot)$ with $\alpha_j(\sigma) = e^{s_\sigma}(\sigma)/(\sigma + 10^{-5})$, where $s_\sigma$ are learned linear splines, and $\psi = \mu \psi_+ - \psi_-$ with the two quadratic splines $\psi_+, \psi_-$ satisfying $\psi_+(x), \psi_-(x) \in [0, 1]$ for almost every $x \in \mathbb{R}$. The $\alpha_j(\sigma)$ have 11 equally distant knots in $[0, 30/255]$, and the $\psi_+, \psi_-$ have 101 equally spaced knots with spacing $\Delta = 0.002$. It is shown in [9 Prop. 3.1] that the resulting $R$ is 1-weakly convex. Throughout this paper, the convolution filters in $W$ and the potential $\psi$ of the baseline regularizer remain fixed, and we only consider the model calibration parameters, namely the weight $\mu$ and the scalings $\alpha_j, \sigma$, as learnable. Note that a modification of these will not change the estimate of the weak-convexity modulus of $R$ [9 Rem. 3.3].

For the mask generation in the SARR, we first compute an unconditional reconstruction $x_{est}$ based on (1) using accelerated gradient descent (AGD) [26] with a restart technique [27]. For denoising, we use the pre-trained $R$ from [9] with the true $\sigma$ and, for inverse problems, we tune its hyperparameters as described in [9], knowing that AGD converges either to a global minimum (denoising) or a critical point (inverse problems). We observed that the reconstruction is relatively independent of the initialization, which is important for a stable mask generation. The obtained $x_{est}$ is then plugged into the NN $G$, which is chosen as a so-called RFDN [21] with one input channel, 40 features, 80 output channels, and superresolution factor one (the same choice as in [19]), which results in $\sim 3 \cdot 10^5$ parameters. Further, we apply the sigmoid function to its output to ensure that the values are in $[0, 1]$. Due to this constraint, we have $\Lambda_{j,k}(\theta) \psi_{j,\sigma} \geq -1$ almost everywhere. Hence, $R_{\gamma}$ remains 1-weakly convex [9 Prop. 3.1], and we can use the same stepsize $1/(1 + \max(1, \mu))$ as with $R$ for minimizing (1) with AGD. Other architectures for $G$ have been successfully deployed, for example, in [18].

Now, let $\theta(\sigma)$ represent the aggregated set of learnable parameters of the conditional (i.e. spatially adaptive) $R_{\gamma}$, which we write as $R_{\gamma, \theta(\sigma)}$ for an explicit reference. Our goal is to learn $\theta(\sigma)$ such that $R_{\gamma, \theta(\sigma)}$ generalizes well to a variety of inverse problems. Specifically, we optimize $\theta(\sigma)$ (and, in particular, $G$) such that the conditional multi-noise-level denoiser

$$D_{\theta(\sigma)}(y) = \text{prox}_{R_{\gamma, \theta(\sigma)}}(y) = \arg \min_{x \in \mathbb{R}^d} \frac{1}{2} \|x - y\|^2 + R_{\gamma, \theta(\sigma)}(x) \quad (4)$$

is a good Gaussian denoiser across a variety of standard deviations $\sigma$. To this end, we extract $M = 238 \cdot 400$ grayscale patches $\{x^m\}_{m=1}^M$ of size $(40 \times 40)$ from 400 images of the BSD500 data set [1]. Each patch $x^m$ is corrupted as $y^m = x^m + \sigma^m n^m$ with Gaussian noise $n^m \sim \mathcal{N}(0, I)$ scaled by $\sigma^m \sim U[0, 30/255]$. Then, we define the multi-noise-level training problem

$$\arg \min_{\theta} \sum_{m=1}^M \mathbb{E}_{(\sigma^m, n^m)}(\|D_{\theta(\sigma^m)}(y^m) - x^m\|_1). \quad (5)$$

There, $D_{\theta(\sigma)}(y)$ is computed using AGD. Its gradient with respect to $\theta(\sigma)$ is computed with the same implicit differentiation techniques as in [9]. Hence, we can solve the training problem (5) using the methods know as ADAM [14]. Our model is trained for 25 epochs with batches of size 100, which takes around 18 hours on a Tesla V100 GPU. The learning rates are initially set to $5 \cdot 10^{-2}$ for $s_{\alpha_j}$, and to $10^{-4}$ for $G$. Then, they are decayed by 0.75 every 250 batches.

3 Experimental evaluation

Denoising The evaluation of the proposed SARR (3) and several other methods on the BSD68 test set is provided in Table 1. The task is not blind, in the sense that the standard deviation $\sigma$ is used directly as an input for all methods. The first important observation is that the conditioning of WCRRs on $y$ allows one to significantly improve the denoising performance. If we inspect the response of clean images to $W$ after application of the mask, as in Figure 1, we observe that the response of the structure is damped. This mechanism may explain the quality improvement. Moreover, we almost reach the performance of the deep proximal denoiser Prox-DRUNet [13], which is currently one of the best-performing methods for convergent plug-and-play image-reconstruction algorithms. However, for Prox-DRUNet the conditions to be a proximal operator (as stated in [10]) are only
Table 1: Denoising performance (measured by PSNR) on the BSD68 test set.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>σ = 5/255</td>
<td>37.54</td>
<td>37.68</td>
<td>37.84</td>
<td>37.98</td>
</tr>
<tr>
<td>σ = 15/255</td>
<td>31.11</td>
<td>31.22</td>
<td>31.54</td>
<td>31.70</td>
</tr>
<tr>
<td>σ = 25/255</td>
<td>28.60</td>
<td>28.69</td>
<td>29.07</td>
<td>29.18</td>
</tr>
</tbody>
</table>

1Minimization of a convex functional. 2Minimization of an approximately convex functional.

Table 2: PSNR (first columns) and SSIM (second columns) values for the MRI experiment.

<table>
<thead>
<tr>
<th>Method</th>
<th>4-fold single coil</th>
<th>8-fold multi-coil</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PD</td>
<td>PDFS</td>
</tr>
<tr>
<td>Zero-fill (H^T y)</td>
<td>27.40</td>
<td>29.68</td>
</tr>
<tr>
<td>TV</td>
<td>32.44</td>
<td>32.67</td>
</tr>
<tr>
<td>CRR-NN [8]</td>
<td>33.99</td>
<td>33.75</td>
</tr>
<tr>
<td>PnP-DnCNN [31]</td>
<td>35.24</td>
<td>34.63</td>
</tr>
<tr>
<td>WCRR [9]</td>
<td>35.78</td>
<td>34.63</td>
</tr>
<tr>
<td>Proposed SARR</td>
<td>36.25</td>
<td>34.77</td>
</tr>
<tr>
<td>Prox-DRUNet [13]</td>
<td>36.20</td>
<td>35.05</td>
</tr>
</tbody>
</table>

Inverse problems The SARR trained to denoise on the BSD500 dataset is now deployed to solve the single- and 15-coil MRI-reconstruction problems given in [8]. The ground-truth images are generated from fully sampled k-space measurements and consist of proton-density-weighted knee MR images from the fastMRI dataset [15] with fat suppression (PDFS) and without fat suppression (PD). The hyperparameters λ and σ in (1) for the unconditional R are tuned with a coarse-to-fine grid search [8] on a 10-image calibration set, independently for PD and PDFS images. The tests are then performed on 50 images. In the single-coil setup, we simulate the data by masking the Fourier transform of the ground-truth image. In the 15-coil setup, we simulate the data by subsampling the Fourier transforms of the multiplication of the ground-truth images with sensitivity maps computed with the BART [34] implementation of the ESPIRiT algorithm [33] from the raw k-space data. The subsampling of the measurements for both setups is determined by the acceleration factor M_{acc}. More precisely, a fraction of 0.32/M_{acc} columns in the center of the k-space (low frequencies) is kept, and columns in the other region of the k-space are uniformly sampled so that the overall expected proportion of selected columns is 1/M_{acc}. Gaussian noise with σ_n = 2 · 10^{-3} is then added to the real and imaginary parts of the measurements. Both the peak signal-to-noise ratio (PSNR) and structural similarity index measure (SSIM) values reported in Table 2 are computed on a centered (320 × 320) patch. The full implementation details for CRR-NN and PnP-DnCNN reconstructions are given in [8] for the same setup. The Prox-DRUNet reconstructions are obtained with the DRS-PnP algorithm given in [13], for which the hyperparameters are tuned as for the other methods. The proximal operator \text{prox}_{\tau \parallel H \cdot y \parallel^2} required by the DRS-PnP is computed through the conjugate-gradient method, which is iterated to numerical precision.

4 Conclusion

We have provided a proof of concept for the benefit of conditioning in ridge-based regularizers. Although a good x_{est} is essential for computing the mask Λ, we observed that our approach yields a SARR R_y that generalizes well to new tasks. In the future, we want to investigate the theoretical properties and to search for simpler mask-generation networks.
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A Denoising and reconstruction examples

Figure 2 contains a visual comparison of the denoising capability for the methods of Table 1 applied to a natural image. Significant differences appear, for example in the sky or in the spire. Since the top of the spire is already quite smoothed out in the WCRR reconstruction, one has no hope of recovering it via the proposed two-step conditioning and a direct approach like ProxDRUNet works better.

Figures 3 and 4 contain MRI reconstructions (single-coil setup). Here, the improvement is not consistent across images. If we inspect the computed masks (Figure 5), we observe that these are quite conservative for the images without much improvement over the baseline WCRR. In particular, they do not aggressively smooth the background (as done for the images with larger improvement), and they have less variation throughout the structure. This indicates that there is indeed room for improvement with the mask-generation process. However, we want to stress that the mask generation in this task is challenging since boundary effects related to the data occur in the reconstructions (which is why the metrics for this challenge are actually only computed on a centered patch). To complement these results, we provide reconstructions for the 15-coil setup in Figure 6.

Figure 2: Denoising of the castle image using several different methods for $\sigma = 25/255$.

Figure 3: Reconstructions for single-coil MRI (PD). The reported metric is (PSNR, SSIM) and the last row shows the squared value of the residuals.
Figure 4: Reconstructions for single-coil MRI (PDFS). The reported metric is (PSNR, SSIM) and the last row shows the squared value of the residuals.

Figure 5: Pixel-wise average of the masks $\Lambda$ for the images in Figure 4. The left mask corresponds to a reconstruction with improvement over WCRR, whereas the right one did not improve.
<table>
<thead>
<tr>
<th>Ground-truth</th>
<th>Zero-fill</th>
<th>CRR</th>
<th>WCRR</th>
<th>SARR</th>
<th>ProxDRUNet</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image" alt="Ground-truth" /></td>
<td><img src="image" alt="Zero-fill" /></td>
<td><img src="image" alt="CRR" /></td>
<td><img src="image" alt="WCRR" /></td>
<td><img src="image" alt="SARR" /></td>
<td><img src="image" alt="ProxDRUNet" /></td>
</tr>
</tbody>
</table>

Figure 6: Reconstructions for multi-coil MRI (PD). The reported metric is (PSNR, SSIM) and the last row shows the squared value of the residuals.