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Abstract— We investigate the performance of wavelet
shrinkage methods for the denoising of symmetric-α-stable (SαS)
self-similar stochastic processes corrupted by additive white
Gaussian noise (AWGN), where α is tied to the sparsity of the
process. The wavelet transform is assumed to be orthonormal
and the shrinkage function minimizes the mean-square approx-
imation error (MMSE estimator). We derive the corresponding
formula for the expected value of the averaged estimation error.
We show that the predicted MMSE is a monotone function of a
simple criterion that depends on the wavelet and the statistical
parameters of the process. Using the calculus of variations,
we then optimize this criterion to find the best performing
wavelet within the extended family of Meyer wavelets, which are
bandlimited. These are compared with the Daubechies wavelets,
which are compactly supported in time. We find that the wavelets
that are shorter in time (in particular, the Haar basis) are better
suited to denoise the sparser processes (say, α < 1.2), while
the bandlimited ones (including the Held and Shannon wavelets)
offer the best performance for α > 1.6, the limit corresponding
to the Gaussian case (fBm) with α = 2.

Index Terms— Sparse signal processing, self-similar processes,
discrete wavelet transforms, α-stable random variables,
denoising.

I. INTRODUCTION

A CLASSICAL example of a self-similar process is the
fractional Brownian motion (fBm) [1]. It can be inter-

preted as the fractional integral of a continuous-domain white
Gaussian noise (a.k.a. innovation) [2, Section 7.5.2]. The order
of integration γ provides a direct control of the degree of
fractality. This property makes the fBm a popular model of
real-world signals. Modelling textures in images [3], [4], traffic
in communication networks [5], and financial processes [6]
are a few examples of applications of fBms. Higher-order
generalizations of an fBm are characterized in [7].

The non-Gaussian counterpart of an fBm is the fractional
stable motion [8], [9], which is generated by replacing the
Gaussian innovation of the fBm by some α-stable white noise
with 0 < α ≤ 2 (the case α = 2 corresponds to the
Gaussian distribution and thus results in fBm). The fractional
stable motion has also the properties of long-range dependency
and self-similarity and enjoys a wide range of applications
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such as data traffic and network modelling [10]–[12],
physics [13], [14], geophysical researches [15], [16] and water
resource modelling [17].

For α < 2, however, there is a special feature of α-stable
processes that makes them fundamentally different from their
Gaussian cousins: the fact that all their second-order moments
(including the variance) are unbounded. This is equivalent to
their statistical distributions being heavy tailed, which is the
statistical transcription of the concept of sparsity [18], [19].
Again, this is very relevant to modern signal processing and
to the development of algorithms for the recovery of sparse
signals, including compressed sensing [20], [21].

To fully exploit the property of sparsity, it is still necessary
to expand the signal in an appropriate basis. In the case of
self-similar processes, the natural candidate is the wavelet
transform whose decorrelation properties have been studied
extensively in the Gaussian case [22]–[25]. Regarding the
α-stable processes, there is some prior work on the determina-
tion of the statistical distribution of wavelet coefficients [26],
as well as a recent demonstration of the ability of the
Haar transform to provide an independent-component analysis
of Lévy processes with γ = 1 and α < 1 [27]. Our
focus on wavelets is further motivated by the observation
that they perform remarkably well in a variety of practical
signal-processing tasks including coding [28], [29], signal
reconstruction [30], [31], and denoising [32]–[34]. This is
reinforced by fundamental results from approximation theory
on the optimality of wavelets for the N-term approximation
of functions in Besov spaces [35].

Our objective in this paper is to characterize the ability
of wavelets to optimally denoise self-similar symmetric-α-
stable (SαS) processes corrupted by additive white Gaussian
noise (AWGN). We focus on the traditional architecture where
the wavelet coefficients are processed independently of each
other [36]–[39]. Our first objective is to predict the mean (the
expected value) of the averaged estimation error (MAEE), in
order to be able to compare the denoising performance of dif-
ferent wavelet bases. Interestingly, we can relate this quantity
to a simple criterion: the Lα-norm of the γ th fractional integral
of the mother wavelet. The availability of this criterion enables
us to develop an infinite-dimensional optimization algorithm
to find the optimal frequency profile for a Meyer wavelet [40].

The use of a component-wise minimum mean-square error
(MMSE) estimation strategy ensures that the studied wavelet
denoisers are the best solutions among the broad family
of wavelet-shrinkage estimators. Moreover, it attains the
global optimum (MMSE signal estimation) when the wavelet
coefficients are perfectly decoupled (independent-component
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analysis). This suggests that the criterion can also be used as
an indirect measure of the decoupling performance of a given
wavelet basis for the underlying class of stochastic processes.
Thus, a good wavelet according to this criterion should also
be a good candidate for other applications such as coding.

To reach our goal, we have to prove two theorems that could
be of interest on their own right. The first is a result that
extends the use of the wavelet transform to signals that are
not included in L2(R) but are only locally square-integrable.
The second is a high-level characterization of the performance
of the scalar MMSE estimator of an SαS random variable
corrupted by Gaussian noise as a function of the dispersion
parameter and the noise variance. Similar studies for finite-
variance random variables have been conducted in [41]. Here,
the fact that the variance of the signal is unbounded requires
a more technical treatment.

The paper is organized as follows: In Section II, we present
the notation and review the properties of self-similar SαS
processes. Our signal-estimation problem is then formulated
in Section III. In Section IV, we address the issue of the
calculation of the average energy of a signal from its wavelet
coefficients. In Section V, we specify the MMSE estimator
of a scalar SαS random variable corrupted by AWGN and
characterize its performance in terms of the dispersions of the
signal and noise. The main result of the paper is presented in
Section VI. In Section VII, using the calculus of variations,
we propose an algorithm to find the optimal Meyer wavelet.
The numerical results and the comparison between different
Meyer and Daubechies wavelets are presented in Section VIII.

II. NOTATIONS AND PRELIMINARIES

A. Notations

Throughout the paper we use R, Z, N for the set of real,
integer, and positive integer numbers, respectively. The Fourier
transform of a function f is denoted by f̂ . Also, ‖ f ‖α
represents the α-(pseudo)norm of f for any positive value α.
〈 f, ψ〉 = ∫

f (t)ψ(t)dt is the standard inner product between
the functions f and ψ; when f is only locally integrable, ψ
is assumed to have sufficient decay for it to be well-defined.

To denote the action of an operator L acting on a function f ,
we use the forms of L f or L{ f }(x) depending on if we want
to mention the whole function or its value at a specific point.
P(A) and E[X] stand for the probability of the event A and
the expected value of the random variable X .

B. Self-Similar SαS Processes

We now start with some preliminaries on self-similar SαS
processes that are necessary for understanding the paper.
We use the framework introduced in [2], [42], and [43] due to
its convenience for the treatment of the wavelet coefficients
of stochastic processes. However, we also make links to
conventional stochastic calculus, which is more convenient for
describing the behavior of the process in the time domain [8].

We start by the notion of white noise. Suppose that w is
an SαS white noise with the Lévy exponent −|aω|α for a
given a > 0 [2, Chapter 4]. The quantity aα is called the
dispersion parameter. (It plays a role similar to the variance
of the Gaussian case.) If we observe this noise through a

window θ , the resultant random variable W = 〈w, θ〉 has the
characteristic function

p̂W (ω) = E
[
e−jωW ] = exp

(−∣∣a‖θ‖αω
∣
∣α) , (1)

which is the characteristic function of the SαS random variable
W with dispersion parameter aα‖θ‖αα .

A process s is a self-similar SαS process of order γ ≥ 0 if

Dγ s = w, (2)

where Dγ is the γ th order derivative operator that is defined
as [2, Chapter 7.5]

Dγ { f }(x) = 1

2π

∫

R

(jω)γ f̂ (ω)ejωxdω. (3)

For a test function θ , the random variable 〈s, θ〉 can be
identified with

〈s, θ〉 = 〈D−γ w, θ〉 = 〈w,D−γ ∗θ〉 (4)

in which D−γ ∗ is the Lα-stable adjoint of the inverse operator
of Dγ that is defined by (see [2, Chapter 7.5])

D−γ ∗{θ}(x) = 1

2π

∫

R

θ̂ (ω)−∑�γ+ 1
α 	−1

k=0
θ̂ (k)(0)ωk

k!
(jω)γ

ejωxdω

(5)

when γ > 1 − 1
α and either γ ∈ N or γ − �γ 	 > 1

α − 1.
Equivalently, in the space domain, we have that

D−γ ∗{θ}(x) =
∫

R

K (x, t)θ(t)dt, (6)

where the kernel of the inverse operator is

K (x, t) = 1

�(γ )
(t − x)γ−1

+ −
�γ+ 1

α 	−1∑

k=0

tk

k!
(−x)γ−1−k

+
�(γ − k)

(7)

in which �(·) is Euler’s Gamma function where (x)+ =
max{0, x}. Consequently, according to (1) and (4), 〈s, θ〉 is
an SαS random variable with the characteristic function

p̂〈s,θ〉(ω) = exp
(−∣∣a‖D−γ ∗θ‖αω

∣
∣α) . (8)

Despite the unifying aspect of these formulas in terms of
α, the behavior of the sample paths of the process drastically
change when we go from the finite-variance case (α = 2) to
the sparse case (α < 2) [18]. For α = 2, which is the Gaussian
case, the sample paths are almost-surely continuous for any
γ > 1

2 . By contrast, for α < 2, the sample paths are almost-
surely continuous only for γ > 1; otherwise, when γ < 1,
the sample paths are unbounded on any interval with positive
length [8, Chapter 10]. For the case γ = 1, which corresponds
to Lévy processes, the sample paths are right-semicontinuous
with left limit [44, Chapter 2]. On the asymptotic behavior
of the sample paths, according to [44, Chapter 9] and [45,
Theorem 1.3], we know that, if γ ≥ 1, then there exists a
constant Cη ∈ R for which

|s(x)| ≤ Cη (1+ |x |)η (9)

for any η > γ − 1+ 1
α .

We mainly need two properties to describe the effect of the
operator D−γ ∗. The first one is that the restriction of D−γ ∗
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to the subspace of test functions with at least �γ + 1
α 	 − 1

vanishing moments is a shift- and scale-invariant operator
(see (5)). More precisely, when θ is in this subspace, we have
that

D−γ ∗{θ(c · −b)}(x) = c−γD−γ ∗{θ(·)}(cx − b) (10)

for any b, c ∈ R. If the test functions do not have enough van-
ishing moments, then D−γ ∗ loses its shift-invariance. In this
situation, Lemma 1 applies.

Lemma 1: Suppose γ > max{0, 1− 1
α } and θ is a function

for which there exists a constant A and n > 1 such that
|θ(x)| < A(1+ |x |)−n. Also, assume that θ(x)(1+ |x |)γ−1 ∈
L1(R) and

∫
R
θ(x)dx �= 0. Under these assumptions, we have

that

lim
j→±∞‖D

−γ ∗θ(· − j)‖α = ∞. (11)

The proof is given in Appendix A.
Lemma 1 means that the dispersion of 〈s, θ(· − j)〉 tends

to infinity by letting j tend to infinity (see (8)). This fact
results in significant simplifications in the derivation of our
main result in Section VI.

III. PROBLEM FORMULATION

Assume now that s is the self-similar SαS process defined
by (2). Also, assume that z is an AWGN independent from s
with variance σ 2. Then, the continuous-time stochastic process

s̃ = s + z (12)

is the noisy version of s.
We consider the following denoising problem: Given a real-

ization of the process s̃, we want to estimate the corresponding
realization of the process s. We denote the estimated version
of s by ŝ. Notice that ŝ is also a stochastic process which
depends on s, z, and the method of estimation.

To quantify the performance of the estimation method, we
use the mean of the averaged estimation error

MAEE(s, ŝ) = lim
T→∞Es,ŝ

[
1

2T

∫ T

−T

(
s(x)− ŝ(x)

)2dx

]

. (13)

Now, assume that ϕ and ψ are the father and mother
wavelets of an orthonormal wavelet family, respectively. Then,
for any i0 ∈ Z,

{
ϕi0 j

}
j∈Z ∪

{{
ψi j

}
j∈Z

}∞
i=i0

(14)

is an orthonormal basis for L2(R) where

ϕi0 j (x) = 2
i0
2 ϕ(2i0 x − j) (15)

and

ψi j (x) = 2
i
2ψ(2i x − j). (16)

Here, i0 is the coarsest scale that we take into account.
Under the conditions on s and on the wavelet basis functions
discussed in Section IV, the equality

s(x) =
∑

j∈Z
�i0 jϕi0 j (x)+

∑

i≥i0

∑

j∈Z
i jψi j (x) (17)

holds almost everywhere for almost every realization of s
when

�i0 j = 〈s, ϕi0 j 〉, (18)

i j = 〈s, ψi j 〉. (19)

Now, the general wavelet-domain denoising method is that
based on the wavelet coefficients of s̃, i.e.,

�̃i0 j = 〈s̃, ϕi0 j 〉, (20)

̃i j = 〈s̃, ψi j 〉, (21)

we want to estimate the wavelet coefficients of s, i.e., �i0 j

and i j . We denote the corresponding estimated coefficients
by �̂i0 j and ̂i j , respectively. Then, our estimation of the
process s would be

ŝ(x) =
∑

j∈Z
�̂i0 jϕi0 j (x)+

∑

i≥i0

∑

j∈Z
̂i jψi j (x). (22)

To optimally calculate �̂i0 j and ̂i j , we would need to
take into account all statistical dependencies among wavelet
coefficients. But this is not computationally tractable except
when the process is Gaussian. Therefore, most of the denoising
algorithms calculate �̂i0 j and ̂i j pointwise, based only on the
corresponding wavelet coefficient �̃i0 j and ̃i j of s̃. In other
words, the dependencies to the other wavelet coefficients are
neglected. Hence, these methods are called coefficient-wise
denoising.

Our goal in this paper is to calculate MAEE(s, ŝ) for a
given wavelet basis using a coefficient-wise denoiser and to
characterize the optimal solution. Since our criterion is in fact
a function of ϕ, ψ , and i0, we write it as MAEEi0 (ϕ,ψ).

First, Theorem 1 tells us that the optimal coefficient-
wise denoiser

(
the denoiser that minimizes MAEEi0(ϕ,ψ)

)

is the coefficient-wise MMSE estimator. Then, we establish in
Theorem 2 some properties for the MMSE function of denois-
ing an SαS random variable. Based on these two theorems, we
transform (13) into a concise formula. This formula allows us
to easily compare different wavelets and to optimize a given
design. We will also show in Section VI that for this denoiser
the series on the right-hand side of (22) are convergent. This
ensures that ŝ is well-defined.

The studied estimator is globally suboptimal because the
denoising is performed coefficient-wise. This suggests that the
denoising result obtained with “more independent” wavelet
coefficients should be closer to the global minimizer of (13).
Therefore, the derived formula can also measure the ability of
a given wavelet basis to decouple self-similar SαS stochastic
processes.

IV. CALCULATING AVERAGE ENERGY OF A FUNCTION

USING ITS WAVELET COEFFICIENTS

This section is devoted to the calculation of the average
energy of a signal based on its wavelet coefficients. This is not
a trivial task because the functions under consideration are not
included in L2(R). Such a characterization is also required to
lend meaning to (17).
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Consider the wavelet family defined in (14)-(15). For a
function f ∈ L2(R), we have that

f (x) =
∑

j∈Z
〈 f, ϕi0 j 〉ϕi0 j (x)+

∑

i≥i0

∑

j∈Z
〈 f, ψi j 〉ψi j (x) (23)

and

‖ f ‖22 =
∑

j∈Z
〈 f, ϕi0 j 〉2 +

∑

i≥i0

∑

j∈Z
〈 f, ψi j 〉2. (24)

This means that we can calculate the energy of a square-
integrable function from its wavelet coefficients. In Theorem 1,
we show that the concept generalizes to the determination
of the average energy, even for signals that are not square-
integrable, provided that the wavelets have a sufficient decay.
Notice that the family of signals that have a finite average
energy is much broader than L2(R) since L2-functions have
an average energy of zero.

Theorem 1: Suppose that the wavelets are such that

|ϕ(x)|, |ψ(x)| ≤ η(x) = A

(1+ |x |)n+1+ε (25)

for some A, n, ε > 0. Then, for any function f for which there
exists B > 0 that satisfies

| f (x)| ≤ g(x) = B(1+ |x |)n, (26)

we have that

lim
T→∞

1

2T

∫ T

−T
f (x)2dx

= lim
N→∞

1

2N

⎛

⎝
∑

| j |≤2i0 N

〈 f, ϕi0 j 〉2 +
∑

i≥i0

∑

| j |≤2i N

〈 f, ψi j 〉2
⎞

⎠ .

(27)
The proof is given in Appendix B.
This theorem helps us evaluate (13) for a wavelet-domain

denoising method. We can also establish the complementary
convergence result whose proof is given in Appendix C.

Proposition 1: Under the assumptions of Theorem 1,

f (x) =
∑

j∈Z
〈 f, ϕi0 j 〉ϕi0 j (x)+

∑

i≥i0

∑

j∈Z
〈 f, ψi j 〉ψi j (x) (28)

holds almost everywhere.

V. MMSE DENOISING OF SαS RANDOM VARIABLES

In this section, we study the MMSE performance of a
denoiser that is applied to a scalar SαS random variable
contaminated by Gaussian noise. Suppose that

Y = X + Z , (29)

where X is an SαS random variable with dispersion parameter
aα and Z is a Gaussian random variable, independent from X ,
with mean 0 and variance σ 2.

According to Stein’s formula, the MMSE estimator of X
given Y is [46]

X̂ = E[X |Y ] = Y + σ 2 p′Y (Y )
pY (Y )

(30)

in which pY and p′Y are the probability density function of Y
and its derivative, respectively. Notice that

pY = pX ∗ pZ . (31)

where pX and pZ are the probability density functions of X
and Z , respectively, and ∗ denotes the convolution operator.
Stein’s theory also provides the MMSE that is achieved by the
optimal denoiser as [27], [47]

E
[
(X − X̂)2

] = σ 2 − σ 4
∫ (

p′Y (y)
)2

pY (y)
dy. (32)

We call this function MMSE(a, σ ), where aα is the dispersion
of the signal and σ 2 is the variance of the noise.

In Theorem 2, we prove some properties for MMSE(a, σ )
that we use later in the derivation of our main result. A similar
function is studied in [41] and [48], mostly in the scenario
where X is a finite-variance random variable. The challenge
here is that SαS random variables have infinite variance
for α < 2.

Theorem 2: Let Y = X + Z where X is an SαS random
variable with dispersion parameter aα and Z is a Gaussian
random variable, independent from X, with mean 0 and
variance σ 2. Also, recall that MMSE(a, σ ) is the minimum
mean square error of estimating X from Y . Then, the following
properties hold for MMSE(a, σ ) as a function of its first
argument a:

1) Increasing over [0,+∞).
2) Towards infinity, we have

lim
a→∞MMSE(a, σ ) = σ 2. (33)

3) Around zero, we have

lim
a→0

MMSE(a, σ )

aα−ε
= 0 (34)

for any ε > 0.
For the proof, refer to Appendix D.
Also, notice that we have

MMSE(a, σ ) ≤ σ 2 (35)

for any a and σ since the identity estimator, i.e. X̂ = Y , has
the MSE of σ 2. This can also be seen from (32).

Additionally, by plotting the graph of MMSE(a, σ ) around
a = 0 in the computer, we propose Conjecture 1. This
conjecture is not required for our analysis but helps us with a
nice intuitive interpretation of the final result.

Conjecture 1: Around zero, we have

lim
a→0

MMSE(a, σ )

aα+ε
=∞ (36)

for any ε > 0.

VI. MAEE OF COMPONENT-WISE WAVELET-BASED

DENOISING

We now present our main result on the solution of the
problem formulated in Section III. We concentrate on the case
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where γ ≥ 1 and the mother wavelet ψ has at least �γ+ 1
α 	−1

vanishing moments. Also, we assume that

|ϕ(x)|, |ψ(x)| ≤ A

(1+ |x |)η (37)

for an η > γ + 1
α and A ∈ R. These assumptions, along

with (9) and Proposition 1, yield

s(x) =
∑

j∈Z
〈s, ϕi0 j 〉ϕi0 j (x)+

∑

i≥i0

∑

j∈Z
〈s, ψi j 〉ψi j (x) (38)

almost surely.
Also, we can straightforwardly characterize the wavelet

coefficients of i j = 〈s, ψi j 〉. Assume that

φ = D−γ ∗ψ. (39)

As discussed in Section II-B and as a result of the vanishing
moments of ψ , we can write

φi j (x) = D−γ ∗{ψi j }(x) = 2i( 1
2−γ )φ(2i x − j). (40)

Therefore, according to (4) and (8), the characteristic function
of i j (see also (19)) is

p̂i j (ω) = exp
(−∣∣a‖φi j ‖αω

∣
∣α) . (41)

A crucial point is that ‖φi j ‖α only depends on the scale
index i . It is given by

‖φi j ‖α = 2i( 1
2− 1

α−γ )‖φ‖α. (42)

Similarly, we find that

p̂�i0 j (ω) = exp
(−∣∣a‖D−γ ∗ϕi0 j‖αω

∣
∣α) . (43)

But, since ϕ is orthogonal to ψ , it does not have any vanishing
moments. Thus, according to Section II-B, D−γ ∗ϕi0 j with
j varying are not shifted versions of each other. However,
Lemma 1 is all what we need about them.

The combination of (12) with (20)-(19) implies that

�̃i0 j = �i0 j + Z ′i0 j , (44)

̃i j = i j + Zi j , (45)

where

Z ′i0 j = 〈z, ϕi0 j 〉, (46)

Zi j = 〈z, ψi j 〉. (47)

Thanks to the orthonormality of the wavelet family, the random
variables Z ′i0 j and Zi j are iid Gaussian with mean 0 and
variance σ 2. This allows us to determine the coefficient-wise
MMSE estimation of �i0 j and i j by the direct application
of the scalar estimators discussed in Section V.

In Section III, MAEEi0 (ϕ,ψ) is the mean average error
energy of the optimal coefficient-wise denoising. Thanks to

Theorem 1, it is reformulated in the wavelet domain as

MAEEi0 (ϕ,ψ)

= lim
N→∞

1

2N
E

[ ∑

| j |≤2i0 N

(
�i0 j − �̂i0 j

)2

+
∑

i≥i0

∑

| j |≤2i N

(
i j − ̂i j

)2
]

= lim
N→∞

1

2N

( ∑

| j |≤2i0 N

E
[(
�i0 j − �̂i0 j

)2]

+
∑

i≥i0

∑

| j |≤2i N

E
[(
i j − ̂i j

)2]
)

. (48)

Based on this formula, we infer that the optimal coefficient-
wise denoiser (the one that gives us the minimum MAEE)
is the one that provides the MMSE for each coefficient. It
is thus the coefficient-wise MMSE denoiser. In this case and
according to Section V and (41)-(43), we have that

E
[
(�i0 j − �̂i0 j )

2] = MMSE
(
a‖D−γ ∗ϕi0 j }‖α, σ

)
, (49)

E
[
(i j − ̂i j )

2] = MMSE
(

2i( 1
2− 1

α−γ )a‖φ‖α, σ
)
. (50)

Replacing (49) and (50) in (48), we get

MAEEi0 (ϕ,ψ)

= lim
N→∞

1

2N

( ∑

| j |≤2i0 N

MMSE
(
a‖D−γ ∗ϕi0 j }‖α, σ

)

+
∑

i≥i0

(2i+1 N + 1)MMSE
(

2i( 1
2− 1

α−γ )a‖φ‖α, σ
))

.

(51)

Now, (42) gives us

MAEEi0 (ϕ,ψ)

= lim
N→∞

1

2N

∑

| j |≤2i0 N

MMSE
(
a‖D−γ ∗ϕi0 j }‖α, σ

)

+
∑

i≥i0

2i MMSE
(

2i( 1
2− 1

α−γ )a‖φ‖α, σ
)
. (52)

Also, the existing limit in the right-hand side of (52) can be
calculated by combining Lemma 1 and Part 1 of Theorem 2.
Since ϕi0 j has no vanishing moments, ‖D−γ ∗ϕi0 j‖α tends to
infinity as j goes to infinity. Thus, we conclude that

lim
j→∞MMSE

(
a‖D−γ ∗ϕi0 j‖α, σ

) = σ 2. (53)

This means that there is no asymptotic advantage to denoise
the coefficients corresponding to the scaling functions (the
low-pass basis functions) since this denoising performs no bet-
ter than the identity estimator whose MSE is σ 2. Incorporating
(53) in (52), we finally obtain

MAEEi0 (ϕ,ψ) = 2i0σ 2 +
∑

i≥i0

2i

×MMSE
(

2i( 1
2− 1

α−γ )a‖φ‖α, σ
)
. (54)
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Since γ > 1
2 , there exists ε > 0 for which

(1

2
− 1

α
− γ )(α − ε)+ 1 < 0. (55)

Thus, according to Part 3 of Theorem 2, the summation
in (54) is finite, which is reassuring for our application.
If it was otherwise, any coefficient-wise denoising in any
wavelet domain would result in an unbounded mean average
error energy, suggesting that there would be no advantage in
trying to optimize the wavelet basis. Here are other interesting
consequences of our analysis.

Remark 1: The finiteness of MAEEi0 (ϕ,ψ) implies that the
series in (22) are almost surely convergent when �̂i0 j and ̂i j

are the coefficient-wise MMSE estimations of �i0 j and i j

from �̃i0 j and ̃i j . Thus, almost every realization of ŝ is a
well-defined function that is locally square-integrable. Notice
that the same statement does not hold for s̃ since almost every
realization of z is not a locally L2 function.

Remark 2: If we forget about the time-domain representa-
tion and consider (48) as our original definition of performance
measure as motivated by Theorem 1, then the story can also
be told with γ less than 1. The parameter γ can be seen
as a measure of the spatial coupling of the process instants:
γ = 0 corresponds to white noise with no coupling, and larger
γ leads to more coupling. Then, Conjecture 1 reveals that it
is possible to achieve a finite value for the estimation error
by performing a coefficient-wise wavelet-domain denoising
only if γ ≥ 1

2 . This happens when the signal exhibits a
sufficient amount of coupling. This is an interesting duality
relation between the amount of dependency that exists among
the spatial instants of the original process and the amount of
dependency that we must utilize among its wavelet coefficients
to denoise them.

Moreover, since MMSE(a, σ ) ≤ σ 2 for any a, a decrease
in i0 results in a decrease of (54). This means that the use of
more resolution levels in the denoising procedure gives better
results. Thus, by letting i0 tend to −∞, we get the quantity

MAEE(ψ) =
∑

i∈Z
2i MMSE

(
2i( 1

2− 1
α−γ )a‖φ‖α, σ

)
(56)

which is the least achievable MAEE by performing a
coefficient-wise wavelet-domain denoising for recovering SαS
self-similar processes embedded in AWGN.

An interesting point about (54) and (56) is that, although
the function MMSE(·, ·) is not known analytically, a smaller
‖φ‖α results in a smaller MAEE(ψ). This is because we know
that MMSE(·, ·) is an increasing function of its first argument
(Part 2 of Theorem 2). This means that, to compare the
denoising performance of two different families of wavelet
for γ -order SαS processes, it is enough to compare the
α-norm of the γ -order integration of their mother wavelets;
i.e.,

∥
∥D−γ ∗ψ

∥
∥
α

. This observation tremendously simplifies the
design of the optimal wavelet. Also, it implies that the optimal
wavelet depends neither on the dispersion aα of the signal nor
on the variance σ 2 of the noise. Notice that, although it is
obvious that the multiplication of a and σ by a constant does
not affect the optimal wavelet, the independence of the optimal
wavelet from a

σ is not obvious a priori.

VII. OPTIMAL MEYER WAVELETS FOR DENOISING

SELF-SIMILAR SαS PROCESSES

Based on the result of Section VI and with the help of the
calculus of variations, we now propose an algorithm to design
the optimal wavelet for a given γ and α within the so-called
Meyer family of bandlimited wavelets [40].

According to [40], [49], for a given function v : [0, 1] → R

such that

v(ρ) + v(1− ρ) = 1, (57)

the profile

W{v}(ω) =

⎧
⎪⎨

⎪⎩

sin
(
π
2 v(

3
2π |ω| − 1)

)
, 2π

3 < |ω| ≤ 4π
3

cos
(
π
2 v(

3
4π |ω| − 1)

)
, 4π

3 < |ω| ≤ 8π
3

0, otherwise

(58)

is the Fourier transform of the mother wavelet of an orthonor-
mal wavelet basis. These wavelets are called Meyer wavelets.

We just saw that in order to rank the denoising perfor-
mance of different wavelet bases, it is enough to compare
the α-(pseudo)norm of the γ -order integration of their mother
wavelets. Hence, for a Meyer wavelet, the criterion

Qγ
α (v) =

∫

R

∣
∣
∣
∣

1

2π

∫

R

W{v}(ω)
(jω)γ

ejωx dω

∣
∣
∣
∣

α

dx

= 1

πα

∫

R

∣
∣
∣
∣

∫ 8π
3

2π
3

W{v}(ω)
ωγ

cos
(
ωx − π

2
γ
)
dω

∣
∣
∣
∣

α

dx

(59)

is a predictor of its denoising performance. Next, we apply
a projected-gradient-descent algorithm with adaptive step size
to find the function v that minimizes Qγ

α (v). An adaptive step
size is specially important for α ≤ 1 for which the functional
does not have a Lipschitz gradient. The pseudo-code of our
optimization method is given in Algorithm 1. In the algorithm,
∇Qγ

α is the infinite-dimensional gradient of the functional Qγ
α

in the Hilbert space of L2([0, 1]). Also, P{ṽ} is the projector
that maps ṽ to the nearest function that satisfies (57).

According to Appendix E, ∇Qγ
α is calculated as

∇Qγ
α {v}(ρ) =

1

πα
π2α

3

( 3

2π

)γ cos
(
π
2 v(ρ)

)

(ρ + 1)γ

×
∫

R

λ

(∫ 8π
3

2π
3

W{v}(ω)
ωγ

cos
(
ωx − π

2
γ
)

dω

)

× cos
(2π

3
(ρ + 1)x − π

2
γ
)

dx

− 2

πα
π2α

3

( 3

4π

)γ sin
(
π
2 v(ρ)

)

(ρ + 1)γ

×
∫

R

λ

(∫ 8π
3

2π
3

W{v}(ω)
ωγ

cos
(
ωx − π

2
γ
)

dω

)

× cos
(4π

3
(ρ + 1)x − π

2
γ
)

dx, (60)

where λ(x) = sgn(x)|x |α−1. Also, in Appendix F, we prove
that

P{ṽ}(ρ) = ṽ(ρ)− ṽ(1− ρ)+ 1

2
. (61)
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Algorithm 1 Optimal Meyer Wavelet
1: initialize: v ∈ L2([0, 1])
2: initialize: η > 0
3: initialize: κ+ ≥ 1 and κ− ≤ 1
4: Q← Qγ

α (v)
5: repeat
6: vold ← v
7: Qold ← Q
8: ṽ ← v − η ∇Qγ

α {v}
9: v ← P{ṽ}

10: Q← Qγ
α (v)

11: if Q ≤ Qold then
12: η← κ+ · η
13: else
14: v ← vold

15: Q ← Qold

16: η← κ− · η
17: end if
18: until v converges
19: return v

Thus, we have all the ingredients to implement
Algorithm 1.

It is worth mentioning that for α = 2 as long as γ > 1
2 ,

which in fact includes all fBms, the minimizer of Qγ
2 can

be derived analytically. It is indeed the Shannon wavelet,
irrespective of the value of γ . This result is in accordance
with the well-known result about the optimality of Shannon
wavelets for the minimum approximation error of processes
with non-increasing spectrum [50]. The formal statement of
this result is given in Proposition 2.

Proposition 2: If α = 2 and γ > 1
2 , then

v(ρ) = 1[ 1
2 ,1

](ρ), (62)

which corresponds to the wavelet with the Fourier profile

W{v}(ω) = 1[−2π,−π](ω)+ 1[π,2π](ω), (63)

minimizes Qγ
2 (v).

The proof is provided in Appendix G.

VIII. NUMERICAL OPTIMIZATION OF MEYER WAVELETS

AND COMPARISON OF DIFFERENT WAVELET FAMILIES

In this section, we give the wavelet for some values of γ
and α optimized according to the derivation of Section VII.
Additionally, we compare the performance of Meyer wavelets
which are compactly supported in the Fourier domain with the
Daubechies wavelets [51] that are compactly supported in the
time domain.

To implement Algorithm 1, we take the samples of v and
W{v} uniformly in the Fourier and time domain, respectively.
Since these wavelets are not compactly supported, we have to
truncate them at some point in the time domain.

We give in Figure 1 the outcome of the algorithm for
γ = 1 and α = 1.2, 1.8, and 2. We show in Figure 2
the plots for the optimal wavelet when α = 1.2 and γ =
1, 2, 4. An interesting phenomenon that is observed in these

Fig. 1. Optimal v(ρ) and corresponding wavelet profile W{v}(ω) for γ = 1
and α = 1.2, 1.8, and 2.

Fig. 2. Optimal v(ρ) and corresponding wavelet profile W{v}(ω) for α = 1.2
and γ = 1, 2, and 4.

plots is that, by letting either α or γ increase, the wavelet
approaches the Shannon wavelet ((62) and (63)). Regarding
α, remember thet Proposition 2 states that the optimal wavelet
for α = 2 is exactly the Shannon wavelet. Regarding γ , we
qualitatively shrink the high frequencies as γ increases. Thus,
in order to have a smaller Qγ

α (v), the frequency content tends
toward higher frequencies and v will have less weight on
[0, 1

2 ]. Therefore, the optimal wavelet approaches the Shannon
wavelet which is vanishing on this interval (see (62)).

Conversely, the optimal wavelet tends to the Held wavelet
(v(ρ) = ρ) when α decreases [52]. Thus, we can roughly say
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Fig. 3. The α-norm of the first-order integral of different mother wavelets
versus α.

that, for very sparse cases (small α), it is better to use the
Held wavelet; for less sparse cases (α close to 2), it is better
to use the Shannon wavelet.

In the next step, we compare the MAEE performance of
the optimal Meyer wavelets and Daubechies wavelets. Meyer
wavelets lend themselves well to an FFT-based implementation
due to their compact support in the Fourier domain (band-
limitedness). Daubechies wavelets, on the other hand, are well-
known for their minimal support in the time domain, which is
valued in many applications.

According to the discussions in Section VI, comparing the
MAEE obtained by different wavelets for denoising γ th-order
SαS self-similar processes is equivalent to comparing the
α-(pseudo)norm of the γ th-order integration of their mother
wavelet. We plotted this quantity versus α in Figure 3 for the
case of Lévy processes (γ = 1).

We observe that for very sparse signals (small α) it is better
to use compactly supported wavelets (Daubechies wavelet).
Moreover, we see that a smaller α favors a smaller wavelet
support. Indeed, the Daubechies wavelet of order 1 (the Haar
wavelet [53]) has the shortest support in the time domain and
outperforms all the others for α � 1.3. However, in less sparse
cases (α close to 2), a compact support in the Fourier domain
(band-limitedness) becomes more favorable. For special case
α = 2, the Shannon wavelet, which has the shortest support
in the Fourier domain, outperforms the others, even if its
superiority over the other Meyer wavelets is marginal.

IX. SUMMARY AND CONCLUSION

In this paper, we studied the performance of the wavelet-
domain denoising of self-similar symetric-α-stable (SαS)
processes corrupted by additive white Gaussian noise.
We focused on the most classical denoising which proceeds
coefficient-wise. We derived a simple formula for the mean

average energy of estimation error (MAEE) for a given γ , α,
and wavelet family, where γ is the order of the self-similar
process under consideration. We showed that MAEE is an
increasing function of the α-(pseudo)norm of the γ th-order
integral of the mother wavelet ψ , i.e. ‖D−γ ∗ψ‖α . This is an
essential property that allows us to compare different wavelets
based on this simple indicator of localization. The fact that
the wavelet coefficients are treated independently is the only
source of suboptimality of these denoisers. Thus, more correct
is this assumption, MAEE is smaller. Therefore, the quantity
‖D−γ ∗ψ‖α can also be used to measure the decoupling perfor-
mance of the wavelet. Moreover, the simplicity of the derived
performance criterion allowed us to propose an optimization
algorithm to find the optimal Meyer wavelet for a given γ and
α. We could then compare the relative denoising performance
of Meyer and Daubechies wavelets. For highly sparse signals
(small α) we deduced that, it is better to use wavelets of
compact support in the time domain; while for less sparse
signals (α close to 2), it is better to use wavelets of compact
support in the Fourier domain (Meyer wavelets).

To obtain these results, we proved two main theorems that
are interesting on their own right. The first one enables us to
calculate the average energy of a signal by using its wavelet
coefficients (Theorem 1). The second one is about the min-
imum mean-square error (MMSE) function of estimating an
SαS random variable given its summation with an independent
Gaussian random variable (Theorem 2).

APPENDIX A
PROOF OF LEMMA 1

First, notice that

D−γ ∗{θ(−·)}(x) = D−γ ∗{θ(·)}(−x). (64)

Thus, it is enough to prove (11) when letting j tend to +∞.
According to (6) and (7), for x > 0, we have that

D−γ ∗{θ(· − j)}(x) = 1

�(γ )

(
(−·)γ−1

+ ∗ θ(·))(x − j) (65)

which implies that

‖D−γ ∗{θ(· − j)}‖α
≥ 1

�(γ )

∥
∥
∥
(
(−·)γ−1

+ ∗ θ(·)) · 1[− j,0]
∥
∥
∥
α
, (66)

where 1[− j,0] is the indicator function of [− j, 0]. Now, since
α(γ−1) > −1, it is sufficient to prove that

(
(−·)γ−1

+ ∗θ(·)
)
(x)

grows (decays) with the same rate as (−x)γ−1
+ when x tends

to −∞; in other words

lim
x→−∞

(
(−·)γ−1

+ ∗ θ(·))(x)
(−x)γ−1

+
= C, (67)

where C is a nonzero real number. We first prove this statement
when θ is a nonnegative function such that θ(x) ≥ 0 for all
x ∈ R, and then we generalize it to any θ .
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Assuming that θ is a nonnegative function, x < −1, and
1
n < r < 1, we write

(
(−·)γ−1

+ ∗ θ(·))(x)
(−x)γ−1

+
=

∫
R
(t − x)γ−1

+ θ(t)dt

(−x)γ−1

=
∫

R

(
1− t

x

)γ−1
+ θ(t)dt

=
∫

|t |≤|x |r
(
1− t

x

)γ−1
+ θ(t)dt

+
∫

|t |>|x |r
(
1− t

x

)γ−1
+ θ(t)dt . (68)

If γ ≥ 1, the first term of this summation is bounded by

(
1− 1

|x |r
)γ−1

∫

|t |≤|x |r
θ(t)dt

≤
∫

|t |≤|x |r
(
1− t

x

)γ−1
+ θ(t)dt

≤ (1+ 1

|x |r )
γ−1

∫

|t |≤|x |r
θ(t)dt . (69)

Consequently, as x tends to −∞, we obtain that

lim
x→−∞

∫

|t |≤|x |r
(
1− t

x

)γ−1
+ θ(t)dt =

∫

R

θ(t)dt . (70)

As for the second term in the right-hand side of (68), we write

∫ −|x |r

−∞
(
1− t

x

)γ−1
+ θ(t)dt ≤ (

1− 1

|x |r
)γ−1

∫ −|x |r

−∞
θ(t)dt

(71)

and, since |x |r < −x , we have that
∫ ∞

|x |r
(
1− t

x

)γ−1
+ θ(t)dt ≤

∫ ∞

|x |r
(
1+ t

)γ−1
+ θ(t)dt . (72)

Since both integrals on the right-hand side of (71) and (72)
are finite by assumption, by letting x tend to −∞ we obtain
that

lim
x→−∞

∫

|t |>|x |r
(
1− t

x

)γ−1
+ θ(t)dt = 0. (73)

Up to now, we have proved that,

lim
x→−∞

(
(−·)γ−1

+ ∗ θ(·))(x)
(−x)γ−1

+
=

∫

R

θ(t)dt, (74)

provided that θ is a nonnegative function. For a general
function θ , let θ+(x) = (θ(x))+ and θ−(x) = (−θ(x))+.
Thus, both of θ+ and θ− are nonnegative functions whilst
θ = θ+ − θ−. Incorporating this fact in (74) and using the
bilinearity of the convolution operator, we can generalize (74)
to any θ ∈ L1(R). Therefore, since

∫
R
θ(x)dx �= 0, the

argument (67) is proved for γ > 1.
For γ < 1, the argument is the same except that the upper-

and lower-bounds need to be swapped in (69). Thus, (70) still

holds. In (71), the inequality converts to
∫ −|x |r

−∞
(
1− t

x

)γ−1
+ θ(t)dt

≤ sup
[x,−|x |r ]

|θ(t)| ×
∫ −|x |r

x

(
1− t

x

)γ−1
+ dt

≤ A

(1+ |x |r)n ×
−x

γ

(
1− 1

|x |r
)γ
. (75)

Since nr > 1, the bound tends to zero as x tends to −∞. The
corresponding inequality for (72) with γ < 1 is
∫ ∞

|x |r
(
1− t

x

)γ−1
+ θ(t)dt ≤ (

1+ 1

|x |r
)γ−1

∫ ∞

|x |r
θ(t)dt, (76)

which again tends to zero as x tends to −∞, and which
completes the proof.

APPENDIX B
PROOF OF THEOREM 1

First, notice that the conditions on f , ϕ, and ψ guarantee
that the wavelet coefficients exist and are finite. We prove the
result for i0 = 0. It extends to other i0 similarly. Define two
projections

PT { f }(t) = f (t) · 1[−T ,T ] (77)

in which 1[−T ,T ] is the indicator function of [−T, T ], and

QN { f }(t) =
∑

| j |≤N

〈 f, ϕ0 j 〉ϕ0 j (t)+
∑

i≥0

∑

| j |≤2i N

〈 f, ψi j 〉ψi j (t)

(78)

for f : R→ R satisfying the conditions of the theorem. Later
in the proof, we show that, for a fixed N , (78) is a converging
series in L2 and thus QN f is well-defined. In fact, PT is the
orthogonal projections onto the space of functions that are
supported on [−T, T ], while QN is the orthogonal projection
onto the space generated by {ϕ0 j }| j |≤N ∪ {{ϕi j }| j |≤2i N }∞i=0.
Hence, we want to prove that

lim
T→∞

1

2T
‖PT f ‖22 = lim

N→∞
1

2N
‖QN f ‖22 . (79)

Since PT and QN are orthogonal projection, they do not
increase the norm. Thus, we have that

‖PT f ‖2 = ‖PT QN f + PT (1− QN ) f ‖2
≤ ‖PT QN f ‖2 + ‖PT (1− QN ) f ‖2
≤ ‖QN f ‖2 + ‖PT (1− QN ) f ‖2. (80)

Similarly, we have that

‖QN f ‖2 ≤ ‖PT f ‖2 + ‖QN (1− PT ) f ‖2. (81)

Therefore, we can write
√

T

N

(‖PT f ‖2√
T
− ‖PT (1− QN ) f ‖2√

T

)

≤ ‖QN f ‖2√
N

≤
√

T

N

(‖PT f ‖2√
T
+ ‖QN (1− PT ) f ‖2√

T

)
. (82)



5538 IEEE TRANSACTIONS ON INFORMATION THEORY, VOL. 63, NO. 9, SEPTEMBER 2017

Now, assume that δ > 0 and let N+ = (1 + δ)2T and
N− = (1− δ)2T . Using the inequalities in (82), by letting T
tend to infinity we obtain that

(1− δ) lim sup
N→∞

‖QN f ‖2√
N

≤ lim
T→∞

‖PT f ‖2√
T
+ lim sup

T→∞
‖QN− (1− PT ) f ‖2√

T
(83)

and

(1+ δ) lim sup
N→∞

‖QN f ‖2√
N

≥ lim
T→∞

‖PT f ‖2√
T
− lim sup

T→∞
‖PT (1− QN+ ) f ‖2√

T
. (84)

Hence, it is sufficient to prove that, for any δ > 0, we have
that

lim sup
T→∞

‖QN (1− PT ) f ‖22
T

= 0 if N ≤ (1− δ)T (85)

and

lim sup
T→∞

‖PT (1− QN ) f ‖22
T

= 0 if N ≥ (1+ δ)T . (86)

Notice that (85), at first hand, yields that (78) is a converg-
ing series in L2(R) and QN f is well-defiend. The reason is
that

∑

| j |≤N

〈 f, ϕ0 j 〉2 +
∑

i≥0

∑

| j |≤2i N

〈 f, ψi j 〉2

=
∑

| j |≤N

(〈PT f, ϕ0 j 〉 + 〈(1 − PT ) f, ϕ0 j 〉)2

+
∑

i≥0

∑

| j |≤2i N

(〈PT f, ψi j 〉 + 〈(1 − PT ) f, ψi j 〉)2. (87)

Using the inequality (a + b)2 ≤ 2(a2 + b2), we get

∑

| j |≤N

〈 f, ϕ0 j 〉2 +
∑

i≥0

∑

| j |≤2i N

〈 f, ψi j 〉2

≤ 2
( ∑

| j |≤N

〈PT f, ϕ0 j 〉2 +
∑

i≥0

∑

| j |≤2i N

〈PT f, ψi j 〉2
)

+ 2
( ∑

| j |≤N

〈(1− PT ) f, ϕ0 j 〉2

+
∑

i≥0

∑

| j |≤2i N

〈(1 − PT ) f, ψi j 〉2
)

= 2‖QN PT f ‖22 + 2‖QN (1− PT ) f ‖22. (88)

Since |PT f (x)| ≤ PT g(x) and PT g ∈ L2(R), PT f also
belongs to L2(R). This means that the right-hand side of (87)
is finite. Consequently, the left-hand side of (87) is finite, too,
and thus QN f belongs to L2(R).

To prove (85), we write

‖QN (1− PT ) f ‖22
=

∑

| j |≤N

( ∫

|x |>T
f (x)ϕ(x − j)dx

)2

+
∑

i≥0

∑

| j |≤2i N

( ∫

|x |>T
f (x)2

i
2ψ(2i x − j)dx

)2

=
∑

| j |≤N

( ∫

|x+ j |>T
f (x + j)ϕ(x)dx

)2

+
∑

i≥0

∑

| j |≤2i N

2−i
( ∫

| x+ j
2i |>T

f
( x + j

2i

)
ψ(x)dx

)2
. (89)

Using the facts that | f (x)| ≤ g(x), |ϕ(x)|, |ψ(x)| ≤ η(x),
where g and η are even functions and g is increasing on the
positive numbers, along with T−N ≥ δT and (89), we deduce
that

‖QN (1− PT ) f ‖22
≤ 4T

( ∫

x>δT
g(x + T )η(x)dx

)2

+
∑

i≥0

2−i · 4 · 2i T
( ∫

x>2i δT
g(x + T )η(x)dx

)2

≤ 4T
[( ∫

x>δT
g
(
(1+ 1

δ
)x

)
η(x)dx

)2

+
∑

i≥0

( ∫

x>2i δT
g
(
(1+ 1

δ
)x

)
η(x)dx

)2]
. (90)

However, we know that there exists c ∈ R that satisfies
g
(
(1+ 1

δ )x
)
η(x) < c

x1+ε . Thus, we have that

‖QN (1− PT ) f ‖22
≤ 4T

[( ∫ ∞

δT

c

x1+ε dx
)2 +

∑

i≥0

( ∫ ∞

2i δT

c

x1+ε dx
)2]

= 4T

(
c2

δ2T 2ε +
∑

i≥0

c2

22iδ2T 2ε

)

= c′T 1−2ε (91)

with c′ independent of T , which completes the proof of (85).
To prove (86), we write

‖PT (1− QN ) f ‖22 =
∫ T

−T
|(1− QN ){ f }(x)|2dx

≤ 2T
[

sup
|x |≤T
|(1− QN ){ f }(x)|

]2
. (92)

We have that

(1− QN ){ f }(x)
=

∑

| j |>N

( ∫

R

f (u)ϕ(u − j)du
)
ϕ(x − j)

+
∑

i≥0

∑

| j |>2i N

( ∫

R

f (u)2
i
2ψ(2i u − j)du

)
2

i
2ψ(2i x − j).

(93)
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Using | f (x)| ≤ g(x) and |ϕ(x)|, |ψ(x)| ≤ η(x), and changing
the variables of integrations, we get

|(1− QN ){ f }(x)|
≤

∑

| j |>N

( ∫

R

g(u + j)η(u)du
)
η(x − j)

+
∑

i≥0

∑

| j |>2i N

( ∫

R

g
(u + j

2i

)
η(u)du

)
η(2i x − j). (94)

For |x | < T , exploiting the fact that η is an even function and
decreasing on positive numbers, along with N ≥ (1+δ)T , we
write

|(1− QN ){ f }(x)|
≤

∑

| j |>N

( ∫

R

g(u + j)η(u)du
)
η(δ′ j)

+
∑

i≥0

∑

| j |>2i N

( ∫

R

g
(u + j

2i

)
η(u)du

)
η(2iδ′ j), (95)

where δ′ = δ
1+δ . We know that there exists C ∈ R, indepen-

dent of x and y, that satisfies

(x + y)n ≤ C(|x |n + |y|n). (96)

The same C satisfies

g(x + y) ≤ C(g(x)+ g(y)). (97)

Thus, we write

|(1− QN ){ f }(x)|
≤ C

∑

| j |>N

( ∫

R

(g(u)+ g( j))η(u)du
)
η(δ′ j)

+C
∑

i≥0

∑

| j |>2i N

( ∫

R

(
g
( u

2i

)+ g
( j

2i

))
η(u)du

)
η(2iδ′ j).

(98)

By expanding the summations, we obtain

|(1− QN ){ f }(x)|
≤ C

( ∫

R

g(u)η(u)du
) ∑

| j |>N

η(δ′ j)

+C
( ∫

R

η(u)du
) ∑

| j |>N

g( j)η(δ′ j)

+C
∑

i≥0

[( ∫

R

g
( u

2i

)
η(u)du

) ∑

| j |>N

η(2iδ′ j)

+
(∫

R

η(u)du
) ∑

| j |>N

g
( j

2i

)
η(2iδ′ j)

]

. (99)

However, we have that
∫

R

g
( u

2i

)
η(u)du ≤ BC

( ∫

R

η(u)du + 1

2in

∫

R

unη(u)du
)
,

(100)

where B and C are as in (26) and (96), respectively. Likewise,
we have that
∫

|u|>N
g
( u

2i

)
η(2iδ′u)du

≤ BC
( ∫

|u|>N
η(2iδ′u)du + 1

2in

∫

|u|>N
unη(2iδ′u)du

)

≤ BC

2iδ′
( ∫

|u|>2i δ′N
η(u)du + 1

(22iδ′)n

∫

|u|>2i δ′N
unη(u)du

)

≤ BC

2iδ′
( ċ

(2iδ′N)n+ε
+ 1

(22iδ′)n
c̈

2iδ′Nε

)
. (101)

Therefore, using the inequalities in (101) and bounding the
summations in (99) by integrals, for a large enough N , we get

|(1− QN ){ f }(x)|
≤ c1

Nn+ε +
c2

Nε
+
∞∑

i=0

( c3

2(n+2)i
· 1

Nn+ε +
c4

2(2n+1)i Nε

)

≤ c′′

T ε
, (102)

in which c1 to c4 and c′′ are constants independent of N and T .
This completes the proof of (86) and hence the proof of the
theorem.

APPENDIX C
PROOF OF PROPOSITION 1

Repeating the proof of (86), we show that

lim sup
N→∞

‖PT (1− QN ) f ‖22 = 0 (103)

for any fixed T > 0. This means that QN f converges to f on
[−T, T ] almost surely for any T , which completes the proof.

APPENDIX D
PROOF OF THEOREM 2

1) Assume that a1 ≥ a2 ≥ 0. We are going to show that
M(a1, b) ≥ M(a2, b). Let X1 and X2 be two SαS random
variables with dispersion parameters aα1 and aα2 , respectively.
Due to the stability of the distribution, we can write X1 =
X2 + X3, where X3 is another SαS random variable that is
independent of X2, with dispersion parameter aα1 − aα2 . If we
denote the probability density function of Xi by pXi , then we
have that

pX1(x) =
∫

pX2(x − t)pX3(t)dt

= EX3 [pX2(x − X3)]. (104)

The MMSE of estimating X2 given Y = X2 + X3 + Z
and X3, where Z is a Gaussian random variable with variance
σ 2, is equal to M(a2, σ ). Now, using the fact that the MMSE
functional is a concave function of the input distribution pX ,
we achieve the desired result [48].

2) This is a direct implication of [41, Theorem 11] since
the distribution of an SαS random variable is absolutely
continuous.

3) For α = 2 (Gaussian distribution), we simply have that

M(a, σ ) = 2a2σ 2

2a2 + σ 2 , (105)
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which directly gives the result. Hence, we assume that α < 2.
The case ε ≥ α is trivial. Thus, we also assume that ε < α.
The sketch of the proof is that we compute the mean-square
error for the estimator

T (y) =
{

0, |y| < �

y, |y| ≥ � (106)

and show that, upon an appropriate choice of �, the theorem
holds for this estimator. Consequently, it would automatically
hold for M(a, σ ).

Denote the pdf of X by

fa(x) = 1

a
f
( x

a

)
, (107)

where f is the standard SαS pdf with dispersion 1. Also, let

Fa(s, t) =
∫ t

s
fa(x)dx . (108)

Moreover, let g be Gaussian pdf with mean 0 and variance σ 2

and define

G(s, t) =
∫ t

s
g(x)dx . (109)

Then, we have that

MSE(T ) = EX,Z

[
(X − T (X + Z))2

]

= P (|X + Z | < �)EX,Z

[
X2

∣
∣ |X + Z | < �

]

+P (|X + Z | ≥ �)EX,Z

[
Z2

∣
∣ |X + Z | ≥ �

]
.

(110)

According to Bayes’ rule, we can write

fa
(
x
∣
∣|X + Z | < �

) = P (|x + Z | < �) fa(x)

P (|X + Z | < �)

= G (−�− x,�− x) fa(x)

P (|X + Z | < �)
(111)

and, similarly,

g
(
z
∣
∣|X + Z | ≥ �) = (1− Fa (−�− z,�− z)) g(z)

P (|X + Z | ≥ �) . (112)

Incorporating (111) and (112) in (110), we obtain

MSE(T ) =
∫

R

x2 fa(x)G(−�− x,�− x)dx

+
∫

R

z2g(z) (1− Fa (−�− z,�− z)) dz. (113)

We investigate the behavior of the two terms on the right-
hand side of (113) separately. For the first term, we know that,
for α < 2, we have that

lim
x→∞

f (x)

x−(1+α)
= C, (114)

where C is a positive finite value. Thus, we deduce that

x
1
2+α−δ fa(x) ∈ L2(R) (115)

for some positive δ < ε. The Cauchy-Schwartz inequality then
yields
∫

x2 fa(x)G(−�− x,�− x)dx

≤
∥
∥
∥x

1
2+α−δ fa(x)

∥
∥
∥

2
·
∥
∥
∥x

3
2−α+δG(−�− x,�− x)

∥
∥
∥

2
.

(116)

Notice that

G(−�− x,�− x) ≤
{

1, |x | ≤ �
σ 2

� g(x), |x | > �
. (117)

Hence, since α < 2, we have that
∥
∥
∥x

3
2−α+δG(−�− x,�− x)

∥
∥
∥

2

2
≤ �4−2α+2δ

2 − α + δ +
σ

2�
√
π
.

(118)

Additionally, we can write

∥
∥
∥x

1
2+α−δ fa(x)

∥
∥
∥

2
=

(∫
x1+2α−2δ f 2

a (x)dx

) 1
2

=
(∫

x1+2α−2δ 1

a2 f 2
( x

a

)
dx

) 1
2

= aα−δ
(∫

x1+2α−2δ f 2 (x) dx

) 1
2

= aα−δ
∥
∥
∥x

1
2+α−δ f (x)

∥
∥
∥

2
. (119)

Now, we investigate the second term of the right-hand side
of (113). We specifically write

∫

R

z2g(z) (1− Fa (−�− z,�− z)) dz

=
∫

R

z2g(z)
∫

R

(
1− 1[−�,�](x + z)

)
fa(x)dxdz

=
∫

R

∫

R

(
1− 1[−�,�](x + z)

)
z2g(z) fa(x)dzdx

= 2
∫ ∞

�

∫

R

z2g(z) fa(t − z)dzdt, (120)

where we have used the change of variable t = x + z. Since
both of t2g(t) and fa(t) are symmetric functions that decrease
on t ≥ σ√2, we get
∫

R

z2g(z) fa(t − z)dz

=
∫

|z|< t
2

z2g(z) fa(t − z)dz +
∫

|z|≥ t
2

z2g(z) fa(t − z)dz

≤ fa(
t

2
)

∫

R

z2g(z)dz + t2

4
g(

t

2
)

∫

R

fa(z)dz

= σ 2 fa(
t

2
)+ t2

4
g(

t

2
) (121)

for t ≥ 2σ
√

2. Thus, we have that

2
∫ ∞

�

∫

R

z2g(z) fa(t − z)dzdt

≤ 2σ 2
∫ ∞

�
fa(

t

2
)dt + 2

∫ ∞

�

t2

4
g(

t

2
)dt (122)
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for � ≥ 2σ
√

2. According to (114), there exists C ′ ∈ R for
which

f (t) ≤ C ′

t1+α , (123)

and thus

fa(t) ≤ aα
C ′

t1+α . (124)

Also, there exists A ∈ R for which

t2e−
t2
2 ≤ Ae−t . (125)

Hence, relying on (122), we get

2
∫ ∞

�

∫

R

z2g(z) fa(t − z)dzdt

≤ aα22+αC ′σ 2 1+ α
�α
+ 2Aσ 2

√
2

π
e−

�
2σ . (126)

Now, incorporating (116) and (126) in (113), we obtain

MSE(T ) ≤ aα−δ
∥
∥
∥x

1
2+α−δ f (x)

∥
∥
∥

2

(
�4−2α+2δ

4− 2α + 2δ
+ 2σ
√
π

)

+ aα22+αC ′σ 2 1+ α
�α
+ 2Aσ 2

√
2

π
e−

�
2σ . (127)

Finally, setting

� = 2ασ |log a| (128)

completes the proof.

APPENDIX E
CALCULATION OF THE GRADIENT OF Qγ

α

According to the definition of the gradient, we have that

Du Qγ
α (v) =

∂

∂ε
Qγ
α (v + εu)

∣
∣
∣
ε=0

=
∫ ∞

0
u(ρ) ∇Qγ

α {v}(ρ)dρ, (129)

where Du Qγ
α (v) is the Gâteaux derivative of Qγ

α at point v in
the direction of function u. Using the rules of differentiation
of the calculus of variations, we write

Du Qγ
α (v)=

1

(2π)α

∫

R

∂

∂ε

∣
∣
∣
∣

∫

R

W{v+εu}(ω)
(jω)γ

ejωx dω

∣
∣
∣
∣

α∣∣
∣
∣
ε=0

dx

= α

(2π)α

∫

R

λ

(∫

R

W{v}(ω)
(jω)γ

ejωx dω

)

×
∫

R

W ′{v}(r)ū(ρ)
(jρ)γ

ejρx dρ dx

= α

(2π)α

∫

R

ū(ρ)
W ′{v}(ρ)
(jρ)γ

×
∫

R

λ

(∫

R

W{v}(ω)
(jω)γ

ejωx dω

)

ejρx dx dρ

(130)

in which λ(x) = sgn(x)|x |α−1,

W ′{v}(ρ)= π
2
×

⎧
⎪⎨

⎪⎩

cos(π2 v(
3

2π |ρ| − 1)), 2π
3 < |ρ| ≤ 4π

3

− sin(π2 v(
3

4π |ρ| − 1)), 4π
3 < |ρ| ≤ 8π

3

0, otherwise

(131)

and

ū(ρ) =
{

u( 3
2π ρ − 1), 2π

3 < |ρ| ≤ 4π
3

u( 3
4π ρ − 1), 4π

3 < |ρ| ≤ 8π
3

. (132)

By breaking the outer integral of (130) into two integrals
on [ 2π3 , 4π

3 ] and [ 4π3 , 8π
3 ], and by changing the variables of

integrations, we get

Du Qγ
α (v)=

(2π)1−αα
3

∫ 1

0
u(ρ)

W ′{v}( 2π
3 (ρ + 1))

(j 2π
3 (ρ + 1))γ

×
∫

R

λ

(∫

R

W{v}(ω)
(jω)γ

ejωx dω

)

ej 2π
3 (ρ+1)x dx dρ

+ 2(2π)1−αα
3

∫ 1

0
u(ρ)

W ′{v}( 4π
3 (ρ + 1))

(j 4π
3 (ρ + 1))γ

×
∫

R

λ

(∫

R

W{v}(ω)
(jω)γ

ejωxdω

)

ej 4π
3 (ρ+1)x dx dρ.

(133)

Now, incorporating (58), (131) and some algebra, according
to (129), we obtain (60).

APPENDIX F
CALCULATION OF THE PROJECTION OPERATOR P

For a given function ṽ(ρ), define the two functionals

J (v) = ‖v(ρ) − ṽ(ρ)‖22 (134)

and

J̄(v) = 1

2

(
‖v(ρ) − ṽ(ρ)‖22 + ‖(1− v(1 − ρ))− ṽ(ρ)‖22

)

(135)

We are interested in

P{ṽ} = argmin J (v) (136)

subject to the constraint

v(x)+ v(1 − x) = 1. (137)

Notice that J (v) = J̄ (v) for any function v that satisfies
(137). Also, notice that for any function v, J̄ (v(ρ)) = J̄ (v(1−
ρ)). Since J̄ (v) is strictly convex, it has a unique minimizer.
Thus, the minimizer of J̄ (v) satisfies (137). Hence, P{ṽ} is
the unconstrained minimizer of J̄(v).

To find the minimizer of J̄ (v), we set its gradient to zero.
According to the calculus of variation, the gradient of J̄ (v) is

∇ J̄ {v}(ρ) = (v(ρ)− ṽ(ρ))− (1− v(ρ) − ṽ(1− ρ)).
(138)

By solving ∇ J̄ {v} = 0, we obtain (61).

APPENDIX G
PROOF OF PROPOSITION 2

For α = 2, using Parseval, we can directly express Qγ
2 in

the Fourier domain as

Qγ
2 (v) =

∫

R

∣
∣
∣
∣
W{v}(ω)
(jω)γ

∣
∣
∣
∣

2

dω. (139)
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Based on (58), we get

Qγ
2 (v) = 2

∫ 4π
3

2π
3

sin2
(
π
2 v(

3
2π ω − 1)

)

ω2γ

+ 2
∫ 8π

3

4π
3

cos2
(
π
2 v(

3
4π ω − 1)

)

ω2γ dω. (140)

Performing ordinary algebraic manipulations, (140) leads to

Qγ
2 (v) = = 2

((2π

3

)1−2γ − (4π

3

)1−2γ
) ∫ 1

0

sin2
(
π
2 v(ρ)

)

(ρ + 1)2γ
dρ

+ 2

2γ − 1

((4π

3

)1−2γ − (8π

3

)1−2γ
)
. (141)

Now, using (57), we get

Qγ
2 (v) = 2

((2π

3

)1−2γ − (4π

3

)1−2γ
)

×
∫ 1

2

0
sin2 (π

2
v(ρ)

)( 1

(ρ + 1)2γ
− 1

(2− ρ)2γ
)

dρ

+ 2

2γ − 1

((π

2

)1−2γ − π1−2γ
)
. (142)

However, since (ρ+1)−2γ−(2−ρ)−2γ is positive on [0, 1
2 ], the

function v(ρ) that vanishes on this interval minimizes Qγ
2 (v).

Consequently, we obtain v(ρ) = 0 on [0, 1
2 ], and v(ρ) = 1 on

( 1
2 , 1] as the minimizer of Qγ

2 (v).

REFERENCES

[1] B. B. Mandelbrot and J. W. Van Ness, “Fractional Brownian motions,
fractional noises and applications,” SIAM Review, vol. 10, no. 4,
pp. 422–437, Oct. 1968.

[2] M. Unser and P. D. Tafti, An Introduction to Sparse Stochastic Processes.
Cambridge, U.K.: Cambridge Univ. Press, 2014.

[3] T. Lundahl, W. J. Ohley, S. M. Kay, and R. Siffert, “Fractional Brownian
motion: A maximum likelihood estimator and its application to image
texture,” IEEE Trans. Med. Imag., vol. 5, no. 3, pp. 152–161, Sep. 1986.

[4] B. Pesquet-Popescu and J. L. Véhel, “Stochastic fractal models for image
processing,” IEEE Signal Process. Mag., vol. 19, no. 5, pp. 48–62,
Sep. 2002.

[5] K. Park and W. Willinger, Self-Similar Network Traffic and Performance
Evaluation. Hoboken, NJ, USA: Wiley, 2000.

[6] R. J. Elliott and J. Van Der Hoek, “Fractional Brownian motion and
financial modelling,” in Mathematical Finance. Basel, Switzerland:
Birkhäuser, 2001, pp. 140–151.

[7] E. Perrin, R. Harba, C. Berzin-Joseph, I. Iribarren, and A. Bonami,
“Nth-order fractional Brownian motion and fractional Gaussian noises,”
IEEE Trans. Signal Process., vol. 49, no. 5, pp. 1049–1059, May 2001.

[8] G. Samorodnitsky and M. S. Taqqu, Stable Non-Gaussian Random
Processes. London, U.K.: Chapman & Hall, 1994.

[9] P. Embrechts and M. Maejima, “An introduction to the theory of self-
similar stochastic processes,” Int. J. Modern Phys. B, vol. 14, nos. 12–13,
pp. 1399–1420, May 2000.

[10] J. L. Véhel and R. Riedi, “Fractional Brownian motion and data traffic
modeling: The other end of the spectrum,” in Fractals in Engineering.
London, U.K.: Springer, 1997, pp. 185–202.

[11] N. Laskin, I. Lambadaris, F. C. Harmantzis, and M. Devetsikiotis,
“Fractional Lévy motion and its application to network traffic modeling,”
Comput. Netw., vol. 40, no. 3, pp. 363–375, Oct. 2002.

[12] C. L. Nikias and M. Shao, Signal Processing with Alpha-Stable Distri-
butions and Applications. New York, NY, USA: Wiley, 1995.

[13] S. Jespersen, R. Metzler, and H. C. Fogedby, “Lévy flights in external
force fields: Langevin and fractional Fokker-Planck equations and their
solutions,” Phys. Rev. E, Stat. Phys. Plasmas Fluids Relat. Interdiscip.
Top., vol. 59, no. 3, p. 2736, 1999.

[14] M. M. Meerschaert, D. A. Benson, H.-P. Scheffler, and B. Baeumer,
“Stochastic solution of space-time fractional diffusion equations,” Phys.
Rev. E, Stat. Phys. Plasmas Fluids Relat. Interdiscip. Top., vol. 65, no. 4,
p. 041103, 2002.

[15] S. Painter and L. Paterson, “Fractional Lévy motion as a model for
spatial variability in sedimentary rock,” Geophys. Res. Lett., vol. 21,
no. 25, pp. 2857–2860, 1994.

[16] H.-H. Liu, J. Rutqvist, Q. Zhou, and G. S. Bodvarsson, ‘Upscal-
ing of normal stress-permeability relationships for fracture networks
obeying fractional Levy motion,” Elsevier Geo-Eng. Book Ser., vol. 2,
pp. 263–268, 2004.

[17] S. Painter, “Stochastic interpolation of aquifer properties using fractional
Lévy motion,” Water Resour. Res., vol. 32, no. 5, pp. 1323–1332,
1996.

[18] A. Amini, M. Unser, and F. Marvasti, “Compressibility of deterministic
and random infinite sequences,” IEEE Trans. Signal Process., vol. 59,
no. 11, pp. 5193–5201, Nov. 2011.

[19] R. Gribonval, V. Cevher, and M. E. Davies, “Compressible distributions
for high-dimensional statistics,” IEEE Trans. Inf. Theory, vol. 58, no. 8,
pp. 5016–5034, Aug. 2012.

[20] J.-L. Starck, F. Murtagh, and J. M. Fadili, Sparse Image and Signal
Processing: Wavelets, Curvelets, Morphological Diversity. Cambridge,
U.K.: Cambridge Univ. Press, 2010.

[21] E. J. Candès and M. B. Wakin, “An introduction to compressive
sampling,” IEEE Signal Process. Mag., vol. 25, no. 2, pp. 21–30,
Mar. 2008.

[22] P. Flandrin, “Wavelet analysis and synthesis of fractional Brown-
ian motion,” IEEE Trans. Inf. Theory, vol. 38, no. 2, pp. 910–917,
Mar. 1992.

[23] G. W. Wornell, “Wavelet-based representations for the 1/ f family
of fractal processes,” Proc. IEEE, vol. 81, no. 10, pp. 1428–1450,
Oct. 1993.

[24] L. Delbeke and P. Abry, “Stochastic integral representation and prop-
erties of the wavelet coefficients of linear fractional stable motion,”
Stochastic Process. Their Appl., vol. 86, no. 2, pp. 177–182, Apr. 2000.

[25] A. Ayache, F. Roueff, and Y. Xiao, “Linear fractional stable sheets:
Wavelet expansion and sample path properties,” Stochastic Process.
Their Appl., vol. 119, no. 4, pp. 1168–1197, Apr. 2009.

[26] B. Pesquet-Popescu, “Statistical properties of the wavelet decomposition
of certain non-Gaussian self-similar processes,” Signal Process., vol. 75,
no. 3, pp. 303–322, Jun. 1999.

[27] P. Pad and M. Unser, “Optimality of operator-like wavelets for repre-
senting sparse AR(1) processes,” IEEE Trans. Signal Process., vol. 63,
no. 18, pp. 4827–4837, Sep. 2015.

[28] M. Antonini, M. Barlaud, P. Mathieu, and I. Daubechies, “Image coding
using wavelet transform,” IEEE Trans. Image Process., vol. 1, no. 2,
pp. 205–220, Apr. 1992.

[29] A. S. Lewis and G. Knowles, “Image compression using the 2-D wavelet
transform,” IEEE Trans. Image Process., vol. 1, no. 2, pp. 244–250,
Apr. 1992.

[30] T. S. Lee, “Image representation using 2D Gabor wavelets,” IEEE Trans.
Pattern Anal. Mach. Intell., vol. 18, no. 10, pp. 959–971, Oct. 1996.

[31] R. H. Chan, T. F. Chan, L. Shen, and Z. Shen, “Wavelet algorithms for
high-resolution image reconstruction,” SIAM J. Sci. Comput., vol. 24,
no. 4, pp. 1408–1432, Feb. 2003.

[32] B. K. Alsberg, A. M. Woodward, M. K. Winson, J. Rowland, and
D. B. Kell, “Wavelet denoising of infrared spectra,” Analyst, vol. 122,
no. 7, pp. 645–652, Jul. 1997.

[33] M. K. Mihçak, I. Kozintsev, K. Ramchandran, and P. Moulin,
“Low-complexity image denoising based on statistical modeling of
wavelet coefficients,” IEEE Signal Process. Lett., vol. 6, no. 12,
pp. 300–303, Dec. 1999.

[34] A. Achim, P. Tsakalides, and A. Bezerianos, “SAR image denoising
via Bayesian wavelet shrinkage based on heavy-tailed modeling,” IEEE
Trans. Geosci. Remote Sens., vol. 41, no. 8, pp. 1773–1784, Aug. 2003.

[35] R. A. DeVore, “Nonlinear approximation,” Acta Numer., vol. 7,
pp. 51–150, Jan. 1998.

[36] D. L. Donoho and J. M. Johnstone, “Ideal spatial adaptation by wavelet
shrinkage,” Biometrika, vol. 81, no. 3, pp. 425–455, 1994.

[37] D. L. Donoho, “De-noising by soft-thresholding,” IEEE Trans. Inf.
Theory, vol. 41, no. 3, pp. 613–627, May 1995.

[38] A. Achim, A. Bezerianos, and P. Tsakalides, “Novel Bayesian multiscale
method for speckle removal in medical ultrasound images,” IEEE Trans.
Med. Imag., vol. 20, no. 8, pp. 772–783, Aug. 2001.

[39] L. Boubchir and J. M. Fadili, “A closed-form nonparametric Bayesian
estimator in the wavelet domain of images using an approximate
α-stable prior,” Pattern Recognit. Lett., vol. 27, no. 12, pp. 1370–1382,
Sep. 2006.

[40] Y. Meyer, “Principe d’incertitude, bases hilbertiennes et alge-
bres d’operateurs,” Séminaire Bourbaki, vol. 38, pp. 209–223,
1986.



PAD et al.: OPTIMIZED WAVELET DENOISING FOR SELF-SIMILAR α-STABLE PROCESSES 5543

[41] Y. Wu and S. Verdu, “MMSE dimension,” IEEE Trans. Inf. Theory,
vol. 57, no. 8, pp. 4857–4879, Aug. 2011.

[42] M. Unser, P. D. Tafti, and Q. Sun, “A unified formulation of
Gaussian versus sparse stochastic processes—Part I: Continuous-domain
theory,” IEEE Trans. Inf. Theory, vol. 60, no. 3, pp. 1945–1962,
Mar. 2014.

[43] M. Unser, P. D. Tafti, A. Amini, and H. Kirshner, “A unified formulation
of Gaussian versus sparse stochastic processes—Part II: Discrete-domain
theory,” IEEE Trans. Inf. Theory, vol. 60, no. 5, pp. 3036–3051,
May 2014.

[44] K. Sato, Lévy Processes and Infinite Divisibility. Cambridge, U.K.:
Cambridge Univ. Press, 1999.

[45] A. Ayache, F. Roueff, and Y. Xiao, “Local and asymptotic properties of
linear fractional stable sheets,” Comp. Rendus Math., vol. 344, no. 6,
pp. 389–394, Mar. 2007.

[46] C. M. Stein, “Estimation of the mean of a multivariate normal distrib-
ution,” Ann. Statist., vol. 9, no. 6, pp. 1135–1151, 1981.

[47] D. Guo, S. Shamai, and S. Verdú, “Mutual information and minimum
mean-square error in Gaussian channels,” IEEE Trans. Inf. Theory,
vol. 51, no. 4, pp. 1261–1282, Apr. 2005.

[48] Y. Wu and S. Verdú, “Functional properties of minimum mean-square
error and mutual information,” IEEE Trans. Inf. Theory, vol. 58, no. 3,
pp. 1289–1301, Mar. 2012.

[49] I. Daubechies, Ten Lectures on Wavelets. Philadelphia, PA, USA: SIAM,
1992.

[50] M. Unser, “On the optimality of ideal filters for pyramid and wavelet
signal approximation,” IEEE Trans. Signal Process., vol. 41, no. 12,
pp. 3591–3596, Dec. 1993.

[51] I. Daubechies, “Orthonormal bases of compactly supported wavelets,”
Commun. Pure Appl. Math., vol. 41, no. 7, pp. 909–996,
1988.

[52] S. Held, M. Storath, P. Massopust, and B. Forster, “Steerable wavelet
frames based on the riesz transform,” IEEE Trans. Image Process.,
vol. 19, no. 3, pp. 653–667, Mar. 2010.

[53] A. Haar, “Zur theorie der orthogonalen funktionensysteme,” Math. Ann.,
vol. 69, no. 3, pp. 331–371, Sep. 1910.

Pedram Pad (S’08) received the B.Sc. and M.Sc. degrees in electrical engi-
neering (communications and signal processing) in 2009 and 2011, respec-
tively, and the B.Sc. degree in mathematical sciences (pure mathematics)
in 2009, all from Sharif University of Technology (SUT), Tehran, Iran. Since
December 2011, he has been pursuing the Ph.D. degree with the Biomedical
Imaging Group (BIG), Ecole Polytechnique Fedrale de Lausanne (EPFL),
Lausanne, Switzerland. His research interests include different aspects of
information theory and signal processing, specially applications of the former
in the latter.

Kasra Alishahi received the B.Sc., M.Sc., and Ph.D. degrees all from the
Department of Mathematical Sciences, Sharif University of Technology, Iran,
in 2000, 2002, and 2008, respectively. He is currently an Assistant Professor of
the Department of Mathematical Sciences at Sharif University of Technology.
His research interests are stochastic processes and statistics.

Michael Unser (M’89–SM’94–F’99) is professor and director of EPFL’s
Biomedical Imaging Group, Lausanne, Switzerland. His primary area of
investigation is biomedical image processing. He is internationally recognized
for his research contributions to sampling theory, wavelets, the use of splines
for image processing, stochastic processes, and computational bioimaging.
He has published over 250 journal papers on those topics. He is the author
with P. Tafti of the book “An introduction to sparse stochastic processes”,
Cambridge University Press 2014. From 1985 to 1997, he was with the
Biomedical Engineering and Instrumentation Program, National Institutes
of Health, Bethesda USA, conducting research on bioimaging. Dr. Unser
has held the position of associate Editor-in-Chief (2003-2005) for the IEEE
Transactions on Medical Imaging. He is currently member of the editorial
boards of SIAM J. Imaging Sciences, IEEE J. Selected Topics in Signal
Processing, and Foundations and Trends in Signal Processing. He is the
founding chair of the technical committee on Bio Imaging and Signal
Processing (BISP) of the IEEE Signal Processing Society. Prof. Unser is a
fellow of the IEEE (1999), an EURASIP fellow (2009), and a member of
the Swiss Academy of Engineering Sciences. He is the recipient of several
international prizes including three IEEE-SPS Best Paper Awards and two
Technical Achievement Awards from the IEEE (2008 SPS and EMBS 2010).



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Aachen-Bold
    /ACaslon-AltBold
    /ACaslon-AltBoldItalic
    /ACaslon-AltItalic
    /ACaslon-AltRegular
    /ACaslon-AltSemibold
    /ACaslon-AltSemiboldItalic
    /ACaslon-Bold
    /ACaslon-BoldItalic
    /ACaslon-BoldItalicOsF
    /ACaslon-BoldOsF
    /ACaslonExp-Bold
    /ACaslonExp-BoldItalic
    /ACaslonExp-Italic
    /ACaslonExp-Regular
    /ACaslonExp-Semibold
    /ACaslonExp-SemiboldItalic
    /ACaslon-Italic
    /ACaslon-ItalicOsF
    /ACaslon-Ornaments
    /ACaslon-Regular
    /ACaslon-RegularSC
    /ACaslon-Semibold
    /ACaslon-SemiboldItalic
    /ACaslon-SemiboldItalicOsF
    /ACaslon-SemiboldSC
    /ACaslon-SwashBoldItalic
    /ACaslon-SwashItalic
    /ACaslon-SwashSemiboldItalic
    /AdobeArabic-Bold
    /AdobeArabic-BoldItalic
    /AdobeArabic-Italic
    /AdobeArabic-Regular
    /AdobeHebrew-Bold
    /AdobeHebrew-BoldItalic
    /AdobeHebrew-Italic
    /AdobeHebrew-Regular
    /AdobePiStd
    /AdobeSansMM
    /AdobeSerifMM
    /AdobeThai-Bold
    /AdobeThai-BoldItalic
    /AdobeThai-Italic
    /AdobeThai-Regular
    /AGaramondAlt-Italic
    /AGaramondAlt-Regular
    /AGaramond-Bold
    /AGaramond-BoldItalic
    /AGaramond-BoldItalicOsF
    /AGaramond-BoldOsF
    /AGaramondExp-Bold
    /AGaramondExp-BoldItalic
    /AGaramondExp-Italic
    /AGaramondExp-Regular
    /AGaramondExp-Semibold
    /AGaramondExp-SemiboldItalic
    /AGaramond-Italic
    /AGaramond-ItalicOsF
    /AGaramond-Regular
    /AGaramond-RegularSC
    /AGaramond-Semibold
    /AGaramond-SemiboldItalic
    /AGaramond-SemiboldItalicOsF
    /AGaramond-SemiboldSC
    /AGaramond-Titling
    /AgencyFB-Bold
    /AgencyFB-Reg
    /AJensonMM
    /AJensonMM-Alt
    /AJensonMM-Ep
    /AJensonMM-It
    /AJensonMM-ItAlt
    /AJensonMM-ItEp
    /AJensonMM-ItSC
    /AJensonMM-SC
    /AJensonMM-Sw
    /AlbertusMT
    /AlbertusMT-Italic
    /AlbertusMT-Light
    /Algerian
    /Americana
    /Americana-Bold
    /Americana-ExtraBold
    /Americana-Italic
    /Arial-Black
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialRoundedMTBold
    /ArialUnicodeMS
    /AvantGarde-Demi
    /BaskOldFace
    /BBOLD10
    /BBOLD5
    /BBOLD7
    /BermudaLP-Squiggle
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chaparral-Display
    /CMB10
    /CMBSY10
    /CMBSY5
    /CMBSY6
    /CMBSY7
    /CMBSY8
    /CMBSY9
    /CMBX10
    /CMBX12
    /CMBX5
    /CMBX6
    /CMBX7
    /CMBX8
    /CMBX9
    /CMBXSL10
    /CMBXTI10
    /CMCSC10
    /CMCSC8
    /CMCSC9
    /CMDUNH10
    /CMEX10
    /CMEX7
    /CMEX8
    /CMEX9
    /CMFF10
    /CMFI10
    /CMFIB8
    /CMINCH
    /CMITT10
    /CMMI10
    /CMMI12
    /CMMI5
    /CMMI6
    /CMMI7
    /CMMI8
    /CMMI9
    /CMMIB10
    /CMMIB5
    /CMMIB6
    /CMMIB7
    /CMMIB8
    /CMMIB9
    /CMR10
    /CMR12
    /CMR17
    /CMR5
    /CMR6
    /CMR7
    /CMR8
    /CMR9
    /CMSL10
    /CMSL12
    /CMSL8
    /CMSL9
    /CMSLTT10
    /CMSS10
    /CMSS12
    /CMSS17
    /CMSS8
    /CMSS9
    /CMSSBX10
    /CMSSDC10
    /CMSSI10
    /CMSSI12
    /CMSSI17
    /CMSSI8
    /CMSSI9
    /CMSSQ8
    /CMSSQI8
    /CMSY10
    /CMSY5
    /CMSY6
    /CMSY7
    /CMSY8
    /CMSY9
    /CMTCSC10
    /CMTEX10
    /CMTEX8
    /CMTEX9
    /CMTI10
    /CMTI12
    /CMTI7
    /CMTI8
    /CMTI9
    /CMTT10
    /CMTT12
    /CMTT8
    /CMTT9
    /CMU10
    /CMVTT10
    /ComicSansMS
    /ComicSansMS-Bold
    /Courier
    /Courier-Bold
    /Courier-BoldOblique
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /Courier-Oblique
    /CourierStd
    /CourierStd-Bold
    /CourierStd-BoldOblique
    /CourierStd-Oblique
    /Cutout
    /EMB10
    /EMBX10
    /EMBX12
    /EMBX5
    /EMBX6
    /EMBX7
    /EMBX8
    /EMBX9
    /EMBXSL10
    /EMBXTI10
    /EMCSC10
    /EMCSC8
    /EMCSC9
    /EMDUNH10
    /EMFF10
    /EMFI10
    /EMFIB8
    /EMITT10
    /EMMI10
    /EMMI12
    /EMMI5
    /EMMI6
    /EMMI7
    /EMMI8
    /EMMI9
    /EMMIB10
    /EMMIB5
    /EMMIB6
    /EMMIB7
    /EMMIB8
    /EMMIB9
    /EMR10
    /EMR12
    /EMR17
    /EMR5
    /EMR6
    /EMR7
    /EMR8
    /EMR9
    /EMSL10
    /EMSL12
    /EMSL8
    /EMSL9
    /EMSLTT10
    /EMSS10
    /EMSS12
    /EMSS17
    /EMSS8
    /EMSS9
    /EMSSBX10
    /EMSSDC10
    /EMSSI10
    /EMSSI12
    /EMSSI17
    /EMSSI8
    /EMSSI9
    /EMSSQ8
    /EMSSQI8
    /EMTCSC10
    /EMTI10
    /EMTI12
    /EMTI7
    /EMTI8
    /EMTI9
    /EMTT10
    /EMTT12
    /EMTT8
    /EMTT9
    /EMU10
    /EMVTT10
    /EstrangeloEdessa
    /EUEX10
    /EUEX7
    /EUEX8
    /EUEX9
    /EUFB10
    /EUFB5
    /EUFB7
    /EUFM10
    /EUFM5
    /EUFM7
    /EURB10
    /EURB5
    /EURB7
    /EURM10
    /EURM5
    /EURM7
    /EuroMono-Bold
    /EuroMono-BoldItalic
    /EuroMono-Italic
    /EuroMono-Regular
    /EuroSans-Bold
    /EuroSans-BoldItalic
    /EuroSans-Italic
    /EuroSans-Regular
    /EuroSerif-Bold
    /EuroSerif-BoldItalic
    /EuroSerif-Italic
    /EuroSerif-Regular
    /EUSB10
    /EUSB5
    /EUSB7
    /EUSM10
    /EUSM5
    /EUSM7
    /Fences
    /FranklinGothic-Medium
    /FranklinGothic-MediumItalic
    /FreestyleScript
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Gautami
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Giddyup
    /GreymantleMVB
    /Haettenschweiler
    /Helvetica
    /Helvetica-Bold
    /Helvetica-BoldOblique
    /Helvetica-Oblique
    /ICMEX10
    /ICMMI8
    /ICMSY8
    /ICMTT8
    /ILASY8
    /ILCMSS8
    /ILCMSSB8
    /ILCMSSI8
    /Impact
    /jsMath-cmex10
    /Kartika
    /Khaki-Two
    /LASY10
    /LASY5
    /LASY6
    /LASY7
    /LASY8
    /LASY9
    /LASYB10
    /Latha
    /LCIRCLE10
    /LCIRCLEW10
    /LCMSS8
    /LCMSSB8
    /LCMSSI8
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LINE10
    /LINEW10
    /LOGO10
    /LOGO8
    /LOGO9
    /LOGOBF10
    /LOGOD10
    /LOGOSL10
    /LOGOSL8
    /LOGOSL9
    /LucidaBlackletter
    /LucidaBright-Oblique
    /LucidaBrightSmallcaps
    /LucidaBrightSmallcaps-Demi
    /LucidaCasual
    /LucidaCasual-Italic
    /LucidaConsole
    /LucidaNewMath-AltDemiItalic
    /LucidaNewMath-AltItalic
    /LucidaNewMath-Arrows
    /LucidaNewMath-Arrows-Demi
    /LucidaNewMath-Demibold
    /LucidaNewMath-DemiItalic
    /LucidaNewMath-Extension
    /LucidaNewMath-Italic
    /LucidaNewMath-Roman
    /LucidaNewMath-Symbol
    /LucidaNewMath-Symbol-Demi
    /LucidaSans
    /LucidaSans-Bold
    /LucidaSans-BoldItalic
    /LucidaSans-Demi
    /LucidaSans-DemiItalic
    /LucidaSans-Italic
    /LucidaSansUnicode
    /LucidaTypewriter
    /LucidaTypewriterBold
    /LucidaTypewriterBoldOblique
    /LucidaTypewriterOblique
    /Mangal-Regular
    /MicrosoftSansSerif
    /MinionPro-Bold
    /MinionPro-BoldIt
    /MinionPro-It
    /MinionPro-Regular
    /Mojo
    /MonotypeCorsiva
    /MSAM10
    /MSAM5
    /MSAM6
    /MSAM7
    /MSAM8
    /MSAM9
    /MSBM10
    /MSBM5
    /MSBM6
    /MSBM7
    /MSBM8
    /MSBM9
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /MTEX
    /MTEXB
    /MTEXH
    /MT-Extra
    /MTGU
    /MTGUB
    /MTLS
    /MTLSB
    /MTMI
    /MTMIB
    /MTMIH
    /MTMS
    /MTMSB
    /MTMUB
    /MTMUH
    /MTSY
    /MTSYB
    /MTSYH
    /MT-Symbol
    /MT-Symbol-Italic
    /MTSYN
    /MVBoli
    /MyriadPro-Bold
    /MyriadPro-BoldIt
    /MyriadPro-It
    /MyriadPro-Regular
    /Myriad-Tilt
    /Nyx
    /OCRA-Alternate
    /Ouch
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Pompeia-Inline
    /Postino-Italic
    /Raavi
    /Revue
    /RMTMI
    /RMTMIB
    /RMTMIH
    /RMTMUB
    /RMTMUH
    /RSFS10
    /RSFS5
    /RSFS7
    /Shruti
    /Shuriken-Boy
    /SpumoniLP
    /STMARY10
    /STMARY5
    /STMARY7
    /Sylfaen
    /Symbol
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /Times-Bold
    /Times-BoldItalic
    /Times-BoldOblique
    /Times-Italic
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Oblique
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Tunga-Regular
    /UniversityRoman
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /Vrinda
    /WASY10
    /WASY5
    /WASY7
    /WASYB10
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /WNCYB10
    /WNCYI10
    /WNCYR10
    /WNCYSC10
    /WNCYSS10
    /WoodtypeOrnaments-One
    /WoodtypeOrnaments-Two
    /ZapfChancery-MediumItalic
    /ZapfDingbats
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 600
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 600
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 400
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Required"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


