UNSUPERVISED TEXTURE SEGMENTATION USING MONOGENIC CURVLETS AND THE POTTS MODEL
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ABSTRACT

We present a method for the unsupervised segmentation of textured images using Potts functionals, which are a piecewise-constant variant of the Mumford and Shah functionals. We propose a minimization strategy based on the alternating direction method of multipliers and dynamic programming. The strategy allows us to process large feature spaces because the computational cost grows only linearly in the feature dimension. In particular, our algorithm has more favorable computational costs for high-dimensional data than graph cuts. Our feature vectors are based on monogenic curvelets. They incorporate multiple resolutions and directional information. The advantage over classical curvelets is that they yield smoother amplitudes due to the envelope effect of the monogenic signal.

Index Terms— Texture segmentation, Potts functional, piecewise constant Mumford and Shah functional, monogenic curvelets.

1. INTRODUCTION

The problem of segmenting textured images is a basic, yet challenging, image-processing task which appears in various contexts. Examples of recent papers on the topic are [1, 2] in biomedical imaging as well as [3, 4] in computer vision. The common strategy is to first create a feature vector for each pixel of the image. This yields a multicomponent image of local texture features that is then used to drive the segmentation process.

There is a multitude of approaches to the determination of texture features of which we shall only mention the primary ones. The early ones are based on local gray-level co-occurrences and autocorrelations, as documented in the survey [5]. In many articles, filtering approaches such as Gabor filters [6] and wavelet frames [7] are used. (We refer to [8] for a comparative study and for many additional references.)


We here rely on the Potts model [12, 13] which is frequently used in the context of unsupervised image segmentation. Its continuous domain formulation is given by

$$ u^* = \arg \min_u \gamma \| \nabla u \|_0 + \| u - F \|_2^2. $$

(1)

The data $F$ is a multicomponent image taking values in $\mathbb{R}^s$ and the data fidelity is measured by an $L^2$ norm. The labeling function $u$ is piecewise constant. Its jump or discontinuity set encodes the boundaries of the corresponding segmentation. The symbol $\| \nabla u \|_0$ denotes the total length of the
segment boundaries induced by $u$. The empirical model parameter $\gamma > 0$ controls the balance between data fidelity and the regularizing term. A state-of-the-art minimization strategy is based on graph cuts [14]. This type of algorithm has also been deployed for texture segmentation [15]. The major drawback of graph cuts is that they become computationally demanding for large feature vectors. In fact, the complexity grows exponentially in the dimension $s$ of the feature vector. This makes graph cuts less appealing for texture segmentation since the feature vectors are typically high-dimensional in order to get good discriminative power. To circumvent this problem, the authors of [15] manually preselect between two and four feature components before applying the graph cuts algorithm.

In this paper, we propose a minimization strategy for the Potts functional which is computationally attractive even for high-dimensional feature vectors. Its computational costs grow only linearly in the dimension of the feature space. This allows us to process feature vectors of dimensions beyond 150 (as we did in Figure 1). Our strategy combines an ADMM splitting of a discretization of (1) and dynamic programming. We also propose to use feature vectors made of amplitudes of monogenic curvelet coefficients [16]. Curvelets are a family of multiscale atoms which increase their anisotropy at fine scales [17]. They have been used successfully as feature vectors [18, 19]. The central advantage of monogenic curvelets over classical curvelets is that the amplitudes of the coefficients are less affected by ringing effects. This is due to the envelope effect of the monogenic signal [20, 16].

Our article is organized as follows: In Section 2, we study Potts functionals. We describe a fast algorithm that deals with high-dimensional feature vectors. In Section 3, we explain how to derive feature vectors using monogenic curvelets. Finally, we show the performance of the proposed method for texture mosaics as well as for natural images in Section 4.

### 2. THE POTTS MODEL FOR UNSUPERVISED SEGMENTATION

In this section we present a fast computational approach to the Potts problem (1) for vector-valued images. The approach is particularly suitable for high-dimensional feature vectors. We first discretize the jump term $\|\nabla u\|_0$ in (1) by

$$\|\nabla u\|_0 = \sum_{i,j} \sum_{(a,b) \in \mathcal{N}} \omega_{a,b}[u_{i,j} : \neq u_{i+a,j+b,:}].$$

(2)

Here $u_{i,j,:}$ is a vector in $\mathbb{R}^s$ sitting at the pixel $(i,j)$ and $[v \neq w]$ denotes the Iverson bracket which takes value 0 if $v_k = w_k$ for all $k = 1, \ldots, s$, and value 1 otherwise. The neighborhood relation $\mathcal{N}$ and the nonnegative weights $\omega_{a,b}$ define a discrete boundary length of the corresponding discrete partitions. For $\mathcal{N} = \{(0,1),(1,0)\}$ and $\omega_{1,0} = 1$, we get the simple (anisotropic) discretization which corresponds to $\nabla u_{i,j} = (u_{i,j} - u_{i,j-1}, u_{i,j} - u_{i-1,j})$. This discretization measures the boundary length of the partitions in the (anisotropic) Manhattan metric. For our experiments, we use the 8-neighborhood $\mathcal{N} = \{(1,0),(0,1),(-1,1),(1,1)\}$ with diagonal weights $\omega_{1,1} = \omega_{-1,1} = (1 - \sqrt{2}/2)$, and vertical and horizontal weights $\omega_{1,0} = \omega_{0,1} = (\sqrt{2} - 1)$. The reason for using discretizations of the form (2) is that, in contrast to the simple discretization, they produce visually more pleasing and more isotropic reconstructions. Using this discrete version of $\|\nabla u\|_0$, we rewrite the discrete Potts functional as

$$u^* = \arg\min_{u \in \mathbb{R}^{m \times n \times s}} \left\{ \gamma \sum_{i,j} \sum_{(a,b) \in \mathcal{N}} \omega_{a,b}[u_{i,j} : \neq u_{i+a,j+b,:}] + \sum_{i,j,k} (u_{i,j,k} - F_{i,j,k})^2 \right\}. \quad (3)$$

Here, the data is given by the $m \times n \times s$ feature image $F$ which takes its values in $\mathbb{R}^s$.

Our strategy for solving problem (3) is as follows. We consider the consensus form (see [21]) of (3), construct the augmented Lagrangian, and iteratively minimize for one of the respective variables while keeping the others fixed. Then, after some manipulations, we get the algorithm

$$\begin{align*}
\lambda^k + 1 &= \arg\min_\lambda \frac{4\nu\omega_d}{2+6\mu} \|\nabla_1 u\|_0 + \frac{\|u - u^*\|_2^2}{2}, \\
\lambda^{k+1} &= \arg\min_\lambda \frac{4\nu\omega_d}{2+6\mu} \|\nabla_{12} u\|_0 + \frac{\|u - u^*\|_2^2}{2}, \\
\lambda^{k+1} &= \arg\min_\lambda \frac{4\nu\omega_d}{2+6\mu} \|\nabla_{21} u\|_0 + \frac{\|u - u^*\|_2^2}{2}, \\
\lambda^{k+1} &= \lambda^k + \mu a,
\end{align*}$$

(4)

where $\omega_d = (1 - \sqrt{2}/2)$ and $\omega_c = (\sqrt{2} - 1)$. The symbols $\nabla_1, \nabla_{12}, \nabla_{21}$ denote the differences with respect to the vectors $(1,0),(0,1),(-1,1),(1,1)$. Here, the data are

$$\begin{align*}
u' &= r[f + 2\mu(u^{k+1} + v^{k+1} + z^{k+1}) + 2(-\lambda^{k+1}_1 - \lambda^{k+1}_2 - \lambda^{k+1}_3)], \\
w' &= r[f + 2\mu(u^{k+1} + v^{k+1} + z^{k+1}) + 2(\lambda^{k+1}_1 + \lambda^{k+1}_2 - \lambda^{k+1}_3)], \\
v' &= r[f + 2\mu(u^{k+1} + v^{k+1} + z^{k+1}) + 2(\lambda^{k+1}_1 - \lambda^{k+1}_2 - \lambda^{k+1}_3)], \\
z' &= r[f + 2\mu(u^{k+1} + v^{k+1} + w^{k+1}) + 2(\lambda^{k+1}_1 + \lambda^{k+1}_2 + \lambda^{k+1}_3)],
\end{align*}$$

where $r = \frac{1}{1+\rho}$. The updates $a_i$ are given by

$$\begin{align*}
a_1 &= u^{k+1} - v^{k+1}, & a_2 &= u^{k+1} - w^{k+1}, \\
 a_3 &= u^{k+1} - z^{k+1}, & a_4 &= v^{k+1} - w^{k+1}, \\
 a_5 &= v^{k+1} - z^{k+1}, & a_6 &= w^{k+1} - z^{k+1}.
\end{align*}$$

We observe that the first minimization problem in (4) is separable into $n$ subproblems ($j = 1, \ldots, n$) of the form

$$u^{k+1}_{i,j} = \arg\min_h \frac{4\nu\omega_c}{1+6\mu} \|\nabla h\|_0 + \frac{\|h - u'_{i,j}\|_2^2}. \quad (5)$$

These are $n$ univariate problems, one for each column. Similarly, the third problem in (4) leads to $m$ univariate problems.
with respect to data $v'$, one for each row. The second and fourth minimization problem in (4) lead to univariate problems on the diagonals for data $w'$ and $z'$, respectively. The crucial point is that all these subproblems are univariate Potts problems which can be solved exactly in quadratic runtime by a method inspired by the dynamic program of [22].

We initialize the ADMM iteration with a small positive coupling parameter $\mu_0 > 0$ and increase it during the iteration by a factor $\tau > 1$. Hence, $\mu$ is given by the geometric progression

$$\mu = \mu_k = \tau^k \mu_0. \quad (6)$$

This strategy assures that, while $u$ and $v$ can evolve quite independently at the beginning of the procedure, they will be close to each other at the end. We stop iterating when the norm of the difference of $u$ and $v$ falls below a certain tolerance.

### 3. Feature Vector of Monogenic Curvelet Amplitudes

In this paper, our feature vectors are defined by monogenic curvelets [16] which are directional wavelets that increase their anisotropy as scale gets finer. They behave like the classical curvelets of [17] at fine scales and like the monogenic wavelets of [23, 24] at coarse scales. We give a short description of monogenic curvelets. For details we refer to [16].

The mother curvelet $g_a$ at scale $a > 0$ is defined via its Fourier transform given by

$$\hat{g}_a(r, \omega) = W(a r) V \left( \frac{\omega}{\sqrt{a}} \right). \quad (7)$$

Here, $(r, \omega)$ denotes polar coordinates, and $W, V$ are radial and angular window functions, respectively; both are compactly supported. The curvelets are such that the finer the scale, the larger the radial bandwidth and the smaller the angular bandwidth. At coarse scales, the angular windowing becomes obsolete and so we set $V \equiv 1$. Let us denote the real part of a curvelet as $\beta_{a0}\!\!_{00} = \text{Re} g_a$ and let the (real-valued) curvelet family $\beta_{a\theta\!\!_b}$ be given by

$$\beta_{a\theta\!\!_b}(x) = \beta_{a0\!\!_{00}}(\rho_\theta(x - b)).$$

Here, $\rho_\theta$ is a counterclockwise rotation by the angle $\theta$ and $b \in \mathbb{R}^2$. The monogenic curvelet coefficient $c_{a\theta\!\!_b}$ of an image $f$ at scale $a$, at location $b$, and at angle $\theta$ consists of the evaluation of $f$ at $\beta_{a\theta\!\!_b}$ and their Riesz transforms $\mathcal{R}_1 \beta_{a\theta\!\!_b}$ and $\mathcal{R}_2 \beta_{a\theta\!\!_b}$ so that

$$c_{a\theta\!\!_b} = \langle f, \beta_{a\theta\!\!_b} \rangle + \langle f, \mathcal{R}_1 \beta_{a\theta\!\!_b} \rangle + \langle f, \mathcal{R}_2 \beta_{a\theta\!\!_b} \rangle.$$

The Riesz transform $\mathcal{R}_\nu$ is the singular integral operator whose Fourier multiplier is given by $\mathcal{R}_\nu \hat{f}(\xi) = -i \frac{\xi^\nu}{\|\xi\|} \hat{f}(\xi)$.

Using the monogenic curvelet coefficients $c_{a\theta\!\!_b}$, we build a feature out of the amplitudes of the coefficients given by

$$A_{a\theta\!\!_b} = \sqrt{\langle f, \beta_{a\theta\!\!_b} \rangle^2 + \langle f, \mathcal{R}_1 \beta_{a\theta\!\!_b} \rangle^2 + \langle f, \mathcal{R}_2 \beta_{a\theta\!\!_b} \rangle^2}.$$

In the discrete setup, we sample the location $b$ at the pixel grid of the image $f$ and the scale at half-octave steps $a_j = 2^{-j/2}$. We use 7 octaves, thus, 14 scales in total. At the two finest octaves, we use 8 orientations, at the next two octaves 4 orientations, and so on. Summing all up, the feature vector at each pixel consists of $s = 2 \cdot (8 + 8 + 4 + 4 + 2 + 2 + 1) = 58$ entries. For color images, we create such a feature vector for all three color channels. We then concatenate the three partial feature vectors which in total gives us feature vectors of length $s = 3 \cdot 58 = 174$.

### 4. Experimental Results

In our experiments, we first create a feature vector of monogenic curvelet amplitudes as described in Section 3. Here we use 58 channels for the gray value images and 174 channels for color images. For the segmentation of the resulting feature vector, we employ the algorithm described in Section 2. In all our experiments, we use $\mu_k = 0.01 \cdot \gamma \cdot 2^k$ for the coupling parameter in (6). The stopping criterion for the algorithm is $\|u - v\|_2^2 \leq \text{TOL} \cdot \|F\|_2^2$ with the tolerance $\text{TOL} = 10^{-10}$. The model parameter $\gamma$ is chosen empirically.

Note that we do not employ any smoothing steps or nonlinear transform [8] for generating the feature image. In our case, the amplitudes of the monogenic curvelets are already sufficiently smooth and the Potts model provides sufficient regularization so that these steps were not needed.

In Figure 3 we show the application of our method to monochrome and colored texture mosaics. For the two simpler texture patches (first and fourth mosaic), our segmentation almost perfectly gets the boundaries of the groundtruth. The two central images are more challenging but we still obtain satisfactory results.

We present in Figure 1 the segmentation of natural im-

---

1The first two texture mosaics are taken from the comparative study [8], the third one from the Prague Texture Segmentation Datagenerator and Benchmark [25], and the fourth one from [26].
Fig. 3: Top: Texture mosaics. Bottom: Our method using $\gamma = 0.14, 0.13, 0.12,$ and 0.8, respectively. Our method segments the left and the right image almost perfectly. Even on the challenging central images, the major structures are segmented well.

ages\(^2\). We observe that the differently textured regions are nicely separated.

5. CONCLUSION

We have presented a novel approach to the segmentation of textured images. We used feature vectors based on the amplitude of monogenic curvelets. For the segmentation of the high-dimensional feature images, we used a fast computational strategy for the Potts model. Tests carried out on synthetic texture images as well as on real color images show the potential of our approach.

6. REFERENCES


\(^2\)The images were taken from titanic-magazin.de, zastavki.com, 123rf.com.


