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An image processing system has been developed for a Macintosh II personal computer. It is 
designed to process sequences of sagittal tongue sections that are digitized in real time and 
stored in standard tagged image file format (TIFF). The successive processing steps are: (a) a 
low-pass filter for noise reduction, (b) a resampling of the sector of interest in polar 
coordinates, (c) a matched filter (vertical differentiator) for the enhancement of the tissue/air 
interface in the surface region of the tongue, and (d) an extraction of border points by 
searching for an optimal radial path along the angular dimension. This latter task is achieved 
by dynamic programming, which has the following advantages. First, due to the use of a global 
criterion to guide the detection, it is very robust. Second, as a result of certain restrictions of 
the allowable transitions, the extracted contours are smooth. Finally, the method permits the 
specification of particular predefined contour points. This system was implemented in a 
program that can handle image sequences in a fully automatic mode. Results obtained using 
ultrasound data are presented. 

PACS numbers: 43.70.Jt, 43.85.Ta 

INTRODUCTION 

Imaging techniques such as magnetic resonance imag- 
ing (MRI), computed tomography (CT), or x-ray provide 
valuable tools for the study of the configurations of the vocal 
tract (Baer et al., 1987, 1988; Johansson et al., 1983; Keller 
and Ostry, 1983). Ultrasound, in particular, is an attractive 
way to monitor the movement of the tongue as it allows for 
measurements of time-varying features, and does not expose 
the subject to radiation (Stone et al., 1987, 1988; Watkin and 
Rubin, 1989; Stone, 1990). However, quantification of these 
data using personal computers has been slow and tedious, 
and, for these reasons, usually limited to specific target im- 
ages. The purpose of this paper is to address the problem by 
providing a method to automate and increase the speed of 
analysis of ultrasound images of the tongue using a PC based 
system. The ultimate goal is to analyze every single frame. 

Ultrasound images of the tongue are usually quite noisy. 
Further, they exhibit a number of high-contrast edges unre- 
lated to the structure of interest. In addition, the edge corre- 
sponding to the tongue surface may be interrupted in places. 
Accordingly, the automatic detection of these borders is by 
no means a trivial task to be solved by standard image pro- 
cessing technique's, e.g., gray-level thresholding, segmenta- 
tion or edge detection (Pratt, 1978; Jain, 1989). Conse- 
quently, it was necessary to develop specific processing 
methods. Previous work designed to detect myocardial 
borders in M-mode echocardiograms provided a basis for 
approaching this problem (Unser et al., 1989). 

In our design, the image processing system is modular; it 
is represented schematically in Fig. 1. The first component is 

a preprocessing unit that reduces noise. The second step is a 
change of spatial coordinate system that a.lso provides the 
delimitation of the area of interest. The next component is a 
matched filter that enhances the air/tissue interface. Finally, 
a contour tracking algorithm extracts the tongue's surface 
by making explicit use of connectivity and :smoothness con- 
straints. 

I. IMAGE PROCESSING SYSTEM 

The purpose of this section is to describe the different 
components of the image processing system in Fig. 1. The 
images at the various stages of processing are represented by 
the following two-dimensional arrays: 

f (k,l): initial digitized ultrasound image; 
g(k,l ): preprocessed image (after noise reduction); 

filtering and polar tissue/air dynamic 
decimation coordinates interface programming 

enhancement 

I I 

shown in Fig. 2 shown in Fig. 3 shown in Fig. 4 

FIG. 1. General block diagram summarizing the con, tour detection algo- 
rithm. Illustrations of the effect of individual processing modules are shown 
in Figs. 2-4. 
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FIG. 2. Noise reduction and specification of a polar region of interest: (a) 
original ultrasound image, (b) smoothed image with overlaid region of in- 
terest, (c) extracted sector in polar coordinates. 

gp (i, j ): area of interest in the transformed coordinate 
system; 

up (i,j): result of matched filtering in the transformed 
coordinate system. 

A. Preprocessing 

Most ultrasound images have a relatively high noise lev- 
el because of intrinsic limitations in the measurement device. 

A standard approach for noise reduction is to apply a low- 
pass digital filter such as a moving average. An example of a 
typical tongue profile before and after low-pass filtering is 
shown in Fig. 2. We found a useful extension to this tech- 
nique by down sampling (i.e., reducing) the image by a fac- 
tor of 2 after low-pass filtering. In order to minimize the loss 
of information, we use a least-squares cubic spline approxi- 
mation technique that involves the design of a specific pre- 
filter (Unser et al., in press). This filter is implemented very 
efficiently using the recursire algorithm described in Unser 
etal. ( 1991 ). To the naked eye, the effect of this operation is 
essentially size reduction without noticeable distortion (e.g., 
smoothing, or blurring); more details can be found in Unser 
et al. (in press, Part II). This procedure has several advan- 
tages. First, it improves the signal-to-noise ratio. The distor- 
tion on the slowly varying signal component is minimal, 
while the noise variance is reduced by a factor of 4. Second, 
the reduction of the number of pixels in the original image 
will translate into a net increase in execution speed by a fac- 

tor of 4 for all subsequent image processing operations. Fin- 
ally, the fact that a reduced number of contour points is used 
to represent the tongue surface improves the overall robust- 
ness of the whole detection scheme. It also tends to improve 
the smoothness of the extracted contour segments. Accord- 
ingly, we chose to use this form of preprocessing for all the 
experimental examples in Sec. III. 

B. Change of coordinate system 

The purpose of a change of coordinate system is to pres- 
ent the data in a form that is better suited for the contour 

tracking algorithm described in Sec. I D. The main require- 
ment is to be able to parametrize the contour of the tongue 
surface along one of the dimensions of the data. The ideal 
situation would be to define a transformation that maps the 
tongue surface into a horizontal line. Since the curved 
tongue surface is usually well represented by the arc of a 
circle, this situation can be approximated by using an appro- 
priate polar coordinate system. Such a polar transformation 
is characterized by a center point (xo, Yo) and two starting 
values Po and t3o for the radius and the angle, respectively. 
This geometrical transformation is implemented by appro- 
priately resampling the preprocessed data 

gp (i,j ) = g(x = x•i,y = yo ), ( 1 ) 
where g(x,y) is a continuous function that interpolates 
{g(k,l )} and where 

x/• = xo + (Po + i Ap)cos(0 o +j A0), (2) 
Y0 =Yo + (Po + i Ap)sin(0 o +j 

The quantities Ap and At3 are the radial and angular sam- 
pling steps, respectively. The interpolated values in ( 1 ) are 
obtained through a bilinear or cubic spline interpolation 
(Unser et al., 1991 ). The parameters of the polar system are 
determined either by specifying three contour points (such 
as beginning, intermediate, and end points), or by searching 
for the circle that fits a previously detected contour most 
closely. A computational procedure that determines the pa- 
rameters of a circle that provides the least-squares fit of a set 
of contour points { (xj,yj),j = 1 ..... N} with N< 3 is described 
in the Appendix. The specification of a transformed coordi- 
nate system also provides the definition of an area of interest 
for subsequent contour detection. This process is illustrated 
in Fig. 2. In this example, the coordinate system was speci- 
fied interactively by the user. This task involved clicking on 
three points along the contour in order to define the geome- 
try, and then making a radial selection with the computer's 
mouse, specifying the area of interest in terms of its mini- 
mum and maximum radii. In a typical sequence of ultra- 
sound images, this initialization procedure needs to be per- 
formed only once, and the parameters of the coordinate 
system are kept fixed during the rest of the analysis. This 
procedure can be readily adapted for many other geometri- 
cal transformations. 

C. Matched filter 

On the ultrasound image, the bright light central line is 
the reflection of the air at the surface of the tongue. The 
tongue surface itself is the intersection of that line and the 
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dark area immediately beneath. In order to enhance the tis- 
sue/air interface, we use a standard matched filter technique 
(Jain, 1989 ). As the change of coordinate system is intended 
to flatten the tongue surface horizontally, the filtering is per- 
formed selectively in the perpendicular (vertical) dimen- 
sion. 

To a first approximation, the contour of the tongue sur- 
face can be approximated by a step function. Thus the loca- 
tion of the corresponding edge can be detected by using a 
convolution detector of the form 

up(i,j ) =gp(i,j-- 1) --gp(i,j + 1), (3) 

where up (i,j) denotes the output of the matched filter. In 
essence, this operation is a vertical differentiation; it will pro- 
duce a maximum when there is a sharp vertical transition 
from black to white, as illustrated in Fig. 3. This detection 
scheme can be improved by using a larger filtering kernel 
that provides a better approximation of the characteristic 
signal response associated with an air/tissue medium transi- 
tion. Such a reference template can, for example, be obtained 
by averaging a sequence of vertical signal profiles extracted 
along a reference contour traced by an experienced experi- 
menter (Unser et al., 1989). However, we found that such 
refinements were not necessary in the present application, 
and that a simple vertical differentiator was sufficient for our 
purpose when used in conjunction with the contour detec- 
tion algorithm that is considered next. This latter algorithm 
is very robust by design; this also means that the exact shape 
and size of the matched filter have relatively little effect on 
overall performance. 

vertical differentiator 

FIG. 3. Edge enhancement by matched filtering: The input image (top) is 
convolved with the template in the central box (finite difference approxima- 
tion of a vertical differentiator). This operator acts as a correlation detector 
highlighting regions where there is a vertical transition from white to black. 

D. Contour tracking 

There are several special requirements for the design of 
the present contour tracking algorithm. The first constraint 
is that we are interested in extracting a single contour seg- 
ment outlining the tongue surface; all other edges in the im- 
age need to be ignored. Second, the algorithm has to be able 
to accommodate to high noise levels. Third, the extracted 
contour points need to be connected--the algorithm should 
fill-in contour gaps. Fourth, the procedure should produce a 
smooth contour line. 

A convenient way of dealing with all these issues simul- 
taneously is to reformulate the present task as an optimiz- 
ation problem: 

Among all allowable contour segments T k sat- 
isfying particular prescribed connectivity and 
smoothness constraints, find the one that maxi- 
mizes some criterion •( Tk ). 

In this formulation, a contour segment of length N is repre- 
sented by a sequence of points in the transformed coordinate 
system: Tn = [ (i•,1),(/2,2) ..... (ij,j) ..... (i,v,N) 1. In effect, 
such a contour segment is parametrized by the angular vari- 
able j, which implicitly imposes the connectivity constraint. 
A smoothness constraint is introduced by limiting the maxi- 
mal radial displacement from one contour point to the next: 
16 - , - 61 < Ai, j = 2 ..... N, where A/is some prescribed con- 
stant (typically, Ai = 1 ). Such a sequence of points defines a 

graph in the i --j plane as illustrated in Fig. 4. In our system, 
we have chosen the simplest possible figure of merit; that is, 
the cumulative sum of the vertical derivative values along 
the contour segment: 

•(Tn) = • uv(i • d). (4) 

Given these definitions, our contour extraction problem can, 
at least in principle, be solved by enumerating all allowable 
contour segments, evaluating their respective figures of mer- 
it, and finally selecting the one that maximizes (4). By tak- 
ing advantage of the fact that g'( T• ) can be decomposed into 
a sum of elementary contributions, each of which depends 
only on the previous transition, the problem is solved effec- 
tively through dynamic programming. This technique uses 
the Bellman principle of optimality (Bellman, 1957), which, 
in the present case, may be restated as follows: If the best 
path goes through a given point (i,j), then the best path 
includes, as a portion of it, the best partial path to the grid 
point (Lj). Accordingly, it is sufficient to restrict the search 
to subtrajectories that are partially optimal. 

The dynamic programming algorithm scans iteratively 
through all values of i and j, successively. At each step, it 
determines g' •.j, the optimal figure of merit for reaching the 
grid point ( Lj ) starting fromj = 1. The initialization se- 
quence forj = I is 

½',*.• = u v (i, 1 ). (5) 
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•T k •-{(3,1), (3.2), (2.3), (2.4), (2.5), (3,6), (3.7), (4.8)} 
(angles) 

(radius) 

FIG. 4. Representation of contours: A potential contour candidate Tk is 
represented by a sequence of integer coordinates that define a directed 
graph in the i --j plane. Among all allowable contours, there is one that 
maximizes the figure of merit ½( Tk ). The optimal contour' for the example 
in Fig. 3 is displayed on the lower right. 

For j> 1, the partially optimal figures of merit are updated as 

•,'4 = uv (i,j) + max{•.j_ •,k = i -- Ai ..... i + Ai} 
(j = 2 ..... At). (6) 

This procedure amounts to considering all possible prede- 
cessors of a grid point (i,j) and selecting the most favorable 
transition. At the end of the cycle, the optimal figure of merit 
is found by searching for the maximum of• ,*.]= x- 

The retrieval of the optimal trajectory is achieved by 
backtracking. This procedure is simplified by storing the 
most favorable predecessor of any grid point (i,j) in an 
auxiliary bidimensional array at each •tep of the algorithm. 
As only the values of the figure of merit atj -- 1 are required 
for a given j, it is sufficient to store • ,*4 • in a temporary 
one-dimensional array that is updated with each increment 
ofj. 

The dynamic programming procedure described above 
is readily adapted to those cases in which particular grid 
points are required to be on the path. Such constraints may 
be provided in particularly difficult images for which the 
unconstrained algorithm has failed. In such a case, the glo- 
bal trajectory is divided into subsections, each of which is 
specified by a start and end node prescribed by the operator, 
with no additional constraints. Optimization is then per- 
formed for each segment independently. Specification of a 
start point (i,,js) is taken into account by appropriately re- 
stricting the allowable predecessors of all nodes scanned suc- 
cessively by the algorithm. The specification of an end point 
(ie,je) is straightforward since the optimal figure of merit to 
reach this point is given by •',,.•,. However, for typical se- 
quences of ultrasound images, the use of start and end points 
is rarely necessary and the algorithm is capable of fully auto- 
mated border extraction. 

II. APPLICATION 

A. Speech materials 

Two data sets were used to illustrate the behavior of the 

algorithm. They included single frames chosen for their poor 

image quality, and two syllables extracted from running 
speech, [.fa] and [sa], demonstrating rotation and segmen- 
tal displacement. The speech materials were spoken by a 
normal native English speaker. 

B. Data acquisition 

The midsagittal views of the tongue were obtained using 
a mechanical sectoring real-time ultrasonic scanner (Ad- 
vanced Technology Laboratory, Inc., Bellevue, WA) with a 
5-MHz transducer which produces a complete scan 30 times 
per second, as described by Stone et al. ( 1987, 1988). The 
images were recorded on a Sony U-Matic video tape record- 
er at a rate of 60 frames per second. 

Successive image fields are then digitized from video 
tape using a Macintosh Ilci equipped with a QuickCapture 
frame grabber board (Data Translation 2255). The images 
are saved on hard disk in standard TIFF (tagged image file 
format) with 8 bits per pixel. This process is controlled using 
Image 1.30 software, a public domain program, created by 
Wayne Rasband of the National Institutes of Health. 

C. Special purpose image processing software 

Our special purpose image processing software was de- 
veloped in FORTRAN on a Macintosh II computer; it requires 
a hardware configuration with a minimum of 4Mbytes of 
RAM. The program accepts images that are stored in TIFF 
format. The processing results (series of x --y contours co- 
ordinates) can be displayed graphically and saved in stan- 
dard spreadsheet format. The program is menu driven and 
has a "user-friendly" Macintosh interface. The organization 
of the menus more or less replicates the block diagram 
in Fig. 1. 

A typical image processing session involves the follow- 
ing manipulations. The experimenter first selects a represen- 
tative image in the sequence that will be used to define the 
spatial coordinate system, as described in Sec. I (2. This im- 
age is read using the Open TIFF command under the File 
menu. The preprocessed image is obtained by activating the 
Region of interest command, which prompts for a rectangu- 
lar selection, and Reduce which shrinks the input image by a 
factor of two. Next, the user defines the local geometry and 
an area of interest by executing the Polar system and Radial 
sector operations. The next step is to extract the contour of 
the tongue surface, achieved through the Matched filter and 
Tracking commands. At this stage, the extracted contour 
segment is superimposed onto the input image. At the opera- 
tor's option, the detected contour can be smoothed by select- 
ing Smooth contour, which applies a Gaussian low-pass filter 
to the contour sequence in polar coordinates. Finally, the 
user can specify a full image sequence using the Define se- 
quence command. This sequence is then analyzed automaTi- 
cally by executing the macro command which processes all 
images successively. When operating in macro mode, all 
user input is suppressed and the program uses default pa- 
rameter values that replicate the previous manual input. At 
the end of processing, the extracted contour segments are 
saved by selecting the contour window and choosing the 
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Save as ... commands. Unacceptable contours, determined 
by visual inspection, can be remeasured individually. 

Additional features of the program include the ability to 
generate figures and to extract contour features such as the 
center of gravity or the radius of the best approximating 
circle. Further, the user can combine several contour seg- 
ments into an average profile. 

III. RESULTS AND DISCUSSION 

A. Experimental results 

Experimental results for four examples of sagittal sec- 
tions of the tongue are shown in Figs. 5-8. The posterior 
tongue is on the left-hand side of the ultrasound image. 
These figures depict several tongue surface profiles, each 
presenting a different edge detection problem. The displays 
on the left represent the original ultrasound images reduced 
by a factor of 2. The (unsmoothed) extracted contours are 
superimposed on the low-pass filtered preprocessed images 
(3X3 moving average). The experimental procedure for 
these examples was essentially that outlined in the previous 
section. The area of interest was chosen so as to include the 

entire angular section of the ultrasound cone. Despite the 
fact that the surface of the tongue is not always well defined 
in these images, the extracted contour segments appear to be 
quite accurate. Figures 6 and 8, in particular, demonstrate 
the capacity of the algorithm to fill in contour gaps. The 
contour extraction procedure appears to be relatively im- 
mune to artifacts such as blind spots (left part of Fig. 6) or 
loss of echo intensity (upper part of the tongue in Fig. 8). 

In order to validate these results, we performed a com- 
parison between the automatically detected edges and the 
manual tracings of an experienced experimenter. Two inde- 
pendent manual tracings [ (a) and (b)], separated in time 
by several months, were recorded for each image; these con- 
tours were drawn in Image 1.30 and superimposed onto the 
reduced images. The manually traced edges were entered 
into our program as reference contours. A quantitative per- 
formance evaluation was performed by computing the root- 
mean-square error: 

e= (-• • (x,--x•*)•+ (y,_y,.).,),/2, (7) 

FIG. 6. Tongue surface profile no. 2 exhibiting a discontinuity on the left. 
The algorithm fills in the gap. 

where ((xi,yi), i = 1 ..... N} and ((x•,y,*), i = 1 ..... N) repre- 
sent the extracted and reference contour points, respectively; 
it is also assumed that both sequences of contour points were 
obtained using the same parametrization. The results of 
these calculations are given in Table I. The observed discrep- 
ancy was within the range of the manual intermeasurement 
variation, i.e., the error between references (a) and (b). 

What may be the most valuable feature of our system is 
its ability to handle dynamic image sequences in a quasi- 
autonomous fashion. In most cases, the user need only speci- 
fy the local geometry and area of interest on the first image of 
the sequence; all subsequent computations can be performed 
in batch mode. Figure 9 displays two examples of such an 
analysis. 

In Fig. 9 (a), a series of six successive contour configura- 
tions have been superimposed onto the first image of the 
sequence. In this example, the tongue appears to rotate 
around a pivot point: the intersection of these contour seg- 
ments. The movement pattern indicates tongue-tip lowering 
and dorsal raising during the [j']-to-[a] movement. The si- 
multaneous timing of anterior raising and dorsal lowering, 
typical of this C-to-V movement, cannot be demonstrated 
from maximal and minimal frames alone. 

Figure 9(b) displays successive contours from [s]-to- 
[a]. This movement pattern demonstrates inward displace- 
ment of the posterior tongue and simultaneous upward 
movement of middle tongue and anterior portions of the 
tongue. As in Fig. 9(a), the timing relationships among the 
various tongue segments cannot be demonstrated from the 
maximal and minimal frames. 

II'l ' I' 

FIG. 5. Tongue surface profile no. I exhibiting a low contrast edge on the 
left side of the image. The algorithm finds the beginning of the curve and 
tracks the faint edge. 

I I ß 

FIG. 7. Tongue surface profile no. 3 exhibiting a loss of edge definition in 
the midportion. The algorithm tracks across the faint portion. 
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FIG. 8. Tongue surface profile no. 4 exhibiting a loss of edge intensity ac- 
companied by a large change of slope. The algorithm successfully tracks the 
edge. 

B. Discussion 

The edge detection and quantificafion scheme presented 
here makes feasible the rapid analysis of two-dimensional 
time-varying ultrasound images of tongue movement. Ear- 
lier manual tracking of the tongue surface profile in a se- 
quence of scans was prohibitively slow, as even one second of 
data provided 60 tongue surface contours (video fields). As 
a result, previous analyses of such data focused on maximal 
and minimal tongue positions rather than transitional move- 
ments. However, tongue movements are often circular rath- 
er than linear, so clear-cut maxima are not apparent. In addi- 
tion, parts of the tongue often reach maximum while others 
are still moving. Continuous semiautomatic measurement 
should permit movement and positional subleties, tongue 
rotation, and segmental movement patterns to emerge. With 
this information, we can better define two-dimensional and 
three-dimensional tongue shapes for both the static and the 
time-varying case. 

From a practical point of view, the most obvious advan- 
tage of the present approach is its time saving potential. Oth- 

TABLE I. Comparison between manual and automated tracing of the 
tongue surface. The test images I to 4 are displayed in Figs. 5-8, respective- 
ly. The values in parentheses correspond to an additional level of smoothing 
by Gaussian filtering. Error values are in pixel units. 

Experiment Reference (a) Reference (b) 

Test I: 

manual versus manual '" e = 1.40 

automatic versus manual ß = 1.38 (1.17) ß = 1.37 (1.19) 

Test 2: 

manual versus manual '" ß = 1.09 

automatic versus manual ß = 1.42 (1.37) ß = 1.23 ( 1.21 ) 

Test 3: 

manual versus manual "- ß = 1.49 

automatic versus manual ß = 1.72 (1.70) ß = 1.48 (1.38) 

Test 4: 

manual versus manual '" ß = 1.29 

automatic versus manual ß = 1.56 (1.55) ß = 1.82 (1.56) 

! ! 

(b) 

FIG. 9. Two examples of image sequence tracking. (a) Shows tongue rota- 
tion during the [.f]-to-[a] movement. (b) Shows segmental displacement 
during the [s]-to-[a] movement. 

er beneficial features are its accuracy, which has been dem- 
onstrated experimentally, and the reproducibility of the 
measurements. 

One way of improving the present scheme may be to 
include the temporal dimension in the formulation of the 
contour tracking problem to insure the continuity of the con- 
tour displacement from frame to frame. Such an extension of 
the work would enable "bridging" a short time period of 
very low image quality. The less fortunate aspect is that it 
would result in an increase of complexity by several orders of 
magnitudes, at least, if one uses dynamic programming. For- 
tunately, this type of improvement does not seem to be nec- 
essary for most practical applications: It is clear from our 
experiments that the present algorithm is adequate for ultra- 
sound data of reasonable quality. 

IV. CONCLUSION 

In this paper, we have described an image processing 
system that allows an automated detection of the tongue 
surface in sequences of ultrasound images. This system has 
been implemented by "user-friendly" special purpose image 
processing software that runs on any Macintosh II personal 
computer. One of the key components is the contour extrac- 
tion algorithm that uses dynamic programming optimiz- 
ation. 

The present analysis method exhibits the following ad- 
vantageous features. The contour tracking algorithm has 
built-in smoothness constraints. The contour detection is ro- 

bust and the system is capable of handling relatively high 
levels of noise. The approach is fast and offers reproducible 
analyses. It can handle large amounts of data and process 
whole sequences of images in a fully automatic mode, al- 
though the detection can be readily constrained by specify- 
ing a small number of contour points. 

Finally, the present method should also be applicable to 
other tongue imaging modalities such as x-ray, computed 
tomography and magnetic resonance imaging. 

APPENDIX: POLAR COORDINATE SYSTEM FITTING 

We first consider the problem of finding the center 
(Xo,Yo) and radius R of a circle that goes through three refer- 
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ence points: (x,y t), (x2,y2), and (X3•Y3). These parameters 
must satisfy the following constraints: 

(xi--xo)2-[ -(yi-yo) 2=R2 (i= 1 ..... 3). (A1) 
By combining these equations, it is not difficult to show that 
the coordinates of the center (Xo,y o) are solutions of the lin- 
ear system of equations: 

2(xt-x3) 2(y y)l yo ' 
(A2) 

This system is invertible provided that the three points are 
not collinear. The radius is obtained by taking the distance 
between any of these points and the center. 

Next, we consider the problem of finding the parameters 
of the circle that provides the best least-squares fit of a set of 
points ((x•,y•), i = 1 ..... N). More precisely, we want to de- 
termine the values xo, Yo, and R that minimize the error crite- 
rion: 

N 

62(Xo,Yo,R ) = • (R _pi)2, (A3) 
i i 

where 

p/= •(x• - Xo) • + (y• -yo) 2. (A4) 
The optimum values are found by setting the partial deriva- 
tives of 62 to zero, which yields the system of nonlinear equa- 
tions: 

•R • 2(R--p•) =0, (A5) i=l 

i•l 

•Y0 i = I 

These equations can also be rewritten as 

N 

Ni= 

Xo - N i= • 

(AS) 

=Xo-• - 1 (x,.-xo), (A9) 

Yo = • i - -- (Y• - Yo) 

=Yo--'• -- 1 (yi -Yo)' i=1 

(A10) 

These last expressions suggest an iterative algorithm that 
finds the solutions by successive refinement. The initial pa- 
rameter values R io•, Xto m, andy? can be determined from the 
circle that passes through the three points (x,y•), 
YN/2 ), and (XN,y•); these parameters are found by solving a 

system of equations equivalent to (A2). For each iteration 
cycle k, these values are then updated according to the fol- 
lowing procedure: 

(A12) 

(A13) 

wherep• • - 1) denotes the individual radius values associated 
to the center position (xo (• 1), yo(• •)). The procedure is 
iterated until no more change occurs. Interestingly enough, 
the update terms in (A12) and (A13) are proportional to 
the corresponding partial derivatives of the error criterion 
[Eqs. (A6) and (A7)]. This algorithm is therefore in es- 
sence a steepest descent procedure (Press et al., 1986), al- 
though the step size in the present case is fixed. We have 
verified experimentally that this algorithm is well behaved 
and that it usually converges in less than 20 cycles. We have 
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