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Abstract: One of the ongoing challenges in single particle fluores-
cence microscopy resides in estimating the axial positibrpanticles
with sub-resolution precision. Due to the complexity of ttiéfraction
patterns generated by such particles, the standard fittigtpods used to
estimate a particle’s lateral position are not applicaBlenew approach
for axial localization is proposed: it consists of a maximlikelihood
estimator based on a theoretical image formation modelititatrporates
noise. The fundamental theoretical limits on localizatwa studied, using
Cranér-Rao bounds. These indicate that the proposed approacibeca
used to localize particles with nanometer-scale precidissing phantom
data generated according to the image formation model,thiéa shown
that the precision of the proposed estimator reaches tlafoantal limits.
Moreover, the approach is tested on experimental data, @ndesolution
localization at the 1@mscale is demonstrated.
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1. Introduction

Luminescent markers such as fluorescent proteins and qualtiis have become an invaluable
tool in biology, where they enable studies of molecular agita and interactions in living cells
and organisms. Such studies are usually performed with esBaence microscope configured
to acquire a time-series of two or three-dimensional déia,latter generally in the form of
a stack of images taken at different focal distances. Thes¢han processed using particle
tracking techniques, which aim to establish the partidiegéctories from their position in in-
dividual acquisitions. Determining these positions withigh level of precision is essential
for obtaining biologically significant results; the typicizes of the commonly employed fluo-
rophores are of the order of Xin which is significantly smaller than the optical resolutiafn
the system.

This implies that a fluorescent particle can be assimilated point source, and thus, that
its image corresponds to a section of the microscope’s-tiraensional point spread function
(PSF), degraded by various types of noise. In essence, thézation task then amounts to
determining the position of the particle by fitting a modettoé PSF to such an image.

In the lateral directions, for particles that are in focuss tis a relatively straightforward
task for which several methods have been proposed. Axialif@tion is more challenging,
however, since even when the specimen can be opticallyosectiwith an arbitrarily fine step
[1], localization is made difficult by the poor axial optigaisolution, the fact that the PSF of a
microscope is non-stationary along the optical axis [2{| e presence of noise [3].

These factors are not only limiting in the case of partictal@zation, but in any 3D imaging
application in microscopy. Consequently, various appneador improving the resolution of
optical microscopes, such &M [4], 4-Pi Microscopy [5], and STED [6], have been proposed
in recent years, showing that Abbe’s resolution limit canbbeken. Alternatively, a system
specifically destined for particle tracking localizatioasvintroduced by Kaet al., who pro-
posed the use of cylindrical optics to encode a particlefalgosition [7], and reached axial
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resolutions down to 1@m The downside of these methods is that they require cuseahhiard-
ware, which currently still limits their widespread applility. In this work, we show that via
computational means, particles can be localized with agicecthat is clearly beyond the limit
traditionally imposed by optical resolution. The methodiéstined for widefield fluorescence
microscopy, which makes it widely applicable.

1.1. Review of computational approaches

The model-based methods proposed for lateral localizatypically rely on a simplified
diffraction model, or some Gaussian approximation of thé P&ee, e.g. [8, 9]). Notably,
Thompson et al. proposed an iterative method based on theniaation of the least-squares
difference between an image of a particle and a Gaussianlmbdee PSF [10], and Ober
et al. studied the theoretical limits of lateral localization [1By computing the Cra@r-Rao
bound (CRB) for the lateral position, they confirmed thath@ligh the images of single par-
ticles are limited by the microscope’s resolution, it is gibke to estimate the lateral position
with sub-resolution accuracy. In some cases, nanomedég-kalization can be achieved.

To date, only few studies have dealt explicitly with the s sub-resolution localization
in the axial direction. This can be partly attributed to tlarsity of simple but accurate PSF
models for optical microscopes. Several attempts to civeunnthe use of a PSF model have
been made. Van Oijeat al. [12] proposed a method involving a high-resolution z-stack
quisition of the particle (i.e., a series of images takeniff¢mrent focal distances with regular
intervals). It is based on identifying the slice for whickethadial size of a Gaussian fit to
the diffraction-limited spot is minimal within the z-stackhere are several limitations to this
approach, however. It can only work properly if the movenwdrihe particle during the acqui-
sition process is sufficiently slow, and localization isitieal by the size and resolution of the
z-stack. Additionally, the section of the PSF whose radiad & minimal does not necessarily
correspond to the situation where the particle is in thelfpme (we will emphasize this in
the following section). Also, for the estimation algoritimbe as fast as possible, it is desir-
able to localize particles from only one or few acquisitiongghout needing to process entire
high-resolution z-stacks.

Speidelet al. demonstrated the feasibility of sub-resolution local@aty experimentally
showing that the axial position of a particle can be deteealiinom a single defocused image of
the particle [13]. When the particle is sufficiently out of s it gives rise to diffraction rings.
These authors empirically established a linear relatiowéen the radius of the outermost
diffraction ring and the axial position of the particle, whiallows them to estimate its position
with nanometer precision. This is especially attractiveesithe estimation becomes possible
from a single acquisition. The downside of the approach @ragelated to the non-stationarity
of the PSF, meaning that the linear relationship may vary fasetion of the particle’s depth
within the specimen. It is also constrained to the locailirabdf particles that are sufficiently
out-of-focus such that rings are present in their diff@ctatterns.

In principle, it is possible to obtain an analytical solutito axial localization by using a
theoretical PSF model to estimate a particle’s positiomfome or few out-of-focus acquisitions
(the diffraction pattern increases in complexity as a fiomcof defocus, thus containing more
“information”, but also less signal). In a preliminary rehave have investigated the viability of
such an approach by establishing the fundamental theakgtigts with respect to the precision
that can be expected in the estimation [14].

1.2. Organization of the paper

In this paper we present a refined particle localization wethouilt upon a non-stationary
theoretical PSF model. We first introduce an image formatiadel, which also includes the
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Fig. 1. Coordinate system and notational conventions used in this paper.

effect of noise. Next we establish the Ci@amRRao bound on axial localization, which gives
us the fundamental precision that can be achieved with sadmage formation model, in-
dependently of the estimator used. We hereby extend theochathgy presented by Obet

al. [11] to three dimensions. Subsequently, we derive a maxitikefihood estimator for the
axial position, and show that, under ideal circumstandgsaiches the precision predicted by
the theoretical bound. In the final part of the paper, we iporate lateral localization into
the maximum-likelihood estimator, and show the validityoofr approach by demonstrating
the axial localization with sub-resolution precision ofditascent beads. We also discuss the
possibility of optimizing acquisition parameters basedf@CRB.

2. Materials and methods
2.1. Notations and conventions

To formulate the mathematical expressions throughoutphjser, we use an absolute coor-
dinate system placed in the object space of the microscopem¥ke the hypothesis that a
standard microscope setup is used, meaning that the saoEésts of a specimen mounted
between a microscope slide and a coverslip. We define thenaigur system at the interface
between the coverslip and specimen layer (see Fig. 1). Tteabpxis (z-axis) points from the
objective towards the sample, such that distances intgatbeirmen are positive. We denote the
position of a particle byxp,yp,zp), and a point of observation (corresponding to a point on the
focal plane) by(x,y,z). When multiple acquisitions at different focal positions aonsidered,
(X,¥,zn) corresponds to a point on tmeh acquisition. In the first part, where we concentrate
on axial localization, we assume that the particle is latate(0,0,z,) for the sole purpose
of making expressions as simple as possible. For the sakensfatency, we also express the
pixel coordinates of acquisitions in object space (imagioguisitions being demagnified and
projected onto the focal plane). This results in a diredt ietween the PSF and the image gen-
erated on the CCD. Finally, all figures showing xz-sectidii@8®Fs are logarithmically adjusted
for intensity in order to emphasize details in the diffrantpattern.

2.2. Simulation parameters and experimental setup

The implementation and simulation of the algorithms werdquemed using the Matlab pro-
gramming environment (The Mathworks, Natick, MA). Expegimtal measurements were car-
ried out on a Zeiss Axioplan 2 microscope system. Both the@mleand experimental results
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were computed for a 68 magnification, 1.4 NA Zeiss Plan-Apochromat oil-immersadijec-
tive. For experimental validation, we prepared samplesguuorescent nanobeads by drying
dilutions of TetraSpeck fluorescent microspheres (Mokchtobes, Eugene, OR) onto a slide,
and subsequently embedding them under a coverslip usingjdansounting medium of re-
fractive index 1.46. The excitation and emission peaks e$¢tbeads are 36Bnand 430nm,
respectively. In conjunction with this, we used a DAPI beglitter corresponding to an exci-
tation wavelength of 36Bmand an emission wavelength of 46 The physical pixel width
of the AxioCam CCD mounted on the microscope .k3um.

In order to verify the estimated position of the particleoiur sample during experimental
validation, we used a Leica TCS SP2 AOBS confocal microsocopafigured to record 50% of
the light reflected by the specimen. In this way, the beadsgahdth the coverslip-specimen and
specimen-slide interfaces are visible in acquisitiong ificroscope has the capability of scan-
ning a single line through the sample, which results in amcguisition. The latter confirmed
that all beads were adjacent to the microscope slide. Distareasures on such acquisitions are
accurate within 10@m, which is sufficient to indicate the validity of our experintal results.

2.3. Image formation model

We now briefly describe the theoretical PSF model, and puwidaat an image formation model
that incorporates noise.

2.3.1. PSF model

The dominant source of aberrations in modern optical mampss originates from a mismatch
between the refractive index of the specimen and those adfrthreersion and coverslip layers.
Objectives are designed for use with a specific immersioniume@nd coverslip, but cannot
compensate for the wide variety of specimen types occuiningractice. In fact, they only
produce aberration-free images for sources that are posiat the coverslip-specimen layer
interface. For sources at an arbitrary depth within the ispew, the optical path of light rays
differs from the path for a source located at the aforemaetiointerface. This optical path
difference (OPD) then generates spherical aberrationseinmages produced by the system.
Most importantly, the amount of aberration depends on te&dce between the source and the
coverslip, implying that the PSF is non-stationary alorgdbptical axis.

In practice, most biological samples feature refractivdides closer to that of water than
that of immersion oil (which is required for high NA objeatis). Even for objects that are
located only a few micrometers below the coverslip, the @biens induced by the mismatch
of refractive indices become non-negligible. Much effoashgone into establishing suitable
theoretical models that account for these aberrations.iibst accurate ones use vectorial
computations based on either the Huygens-Fresnel pranfplor the Debye approximation
[15]. It was recently shown that these two approaches areadgnt in the case of an infinitely
high Fresnel number [16], which is a reasonable assumptibiological microscopy. However,
when evaluated at the resolutions provided by the sensbofcurrently available CCDs, these
models do not yield significant improvements over scalamfdations of the OPD, especially
when considering the computational advantages of the.laties aspect will be further justified
in the discussion section of the paper.

Gibson and Lanni [17] proposed a scalar PSF model that i®meady simple and has the
advantage of depending only on the standard parameters obfhctive and the optical prop-
erties of the specimen, both of which can be determined wiégaate accuracy. According to
this model (formulated in object space), the response tdra pource located iiXp, Yp, Zp) iS
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given by
2

(@

1 .
PSF(X—Xp,Y — Yp, 2|7p) = ‘A / eWipaz) g (k\/ (X—Xp)2+ (y—yp)ZNAp> pdp
0

whereW(p,z|z,) = k- OPD, withk being the wave number of the emitted light, NA is the
numerical aperture of the objective,is the radius of the microscope’s limiting aperture in the
microscope’s back focal plane, aAds a constant complex amplitude. Due to the hypothesis of
spatial invariance in planes orthogonal to the optical,dkis PSF is radially symmetric and can
be expressed as a function of the coordimate \/(x—xp)2+ (Y — Yp)2. We can thus rewrite
Eq. (1) as

1 . 2
PSKr,7|zy) = ‘A/ W (P220) 30 (kiNAp) pdp| . (2)
0

The detailed expression for the OPD is given in the appertglix (16)). Note that when imag-
ing a source located at the interface between the covenstispecimen layers, the PSF cor-
responds to the standard defocus model [18], wh¥p,z|z,) is proportional to—z When,

in addition to this, the system is in focud/(p,0]0) = 0 andPSHK(r,0|0) becomes the familiar
Airy function.

2.3.2. Noise model

In fluorescence microscopy, noise from a variety of souroetributes to the recorded images
of a specimen, depending on the nature of the specimen amypinef image acquisition setup
used. The three main sources of noise occurring in CCD dewrephoton noise (also called
shot noise), dark noise, and read-out noise. For high-pagnce cameras the latter two can
be considered negligible. Photon noise results from $izlsvariation in the arrival rate of
photons incident on the CCD. As a result of the nature of taigation, the recorded signal at
a given pixel on the CCD follows a Poisson distribution. Ntitat the effect of photon noise
is particularly important when the energy of the photonténg source is low, implying a
lower photon flux. We thus define an image formation model witee photon count at a given
pixel on the CCD follows a Poisson distribution whose meapraportional to the intensity
predicted by the PSF model. We characterize the ratio betwee expected photon count
and the predicted intensity by introducing the conversiaetdrc, defined as the amount of
photons corresponding to a unitary increase in measuredsity. This factor, along with the
constant amplitud#A|?, depends on various properties of the experimental setegh ssich as
the energy of the fluorescent particle, the sensitivity ef@CD sensor (a fixed property of the
camera), and the exposure time. gatenote the expected number of photons corresponding to
the measured intensity due to a point source locat¢d,8tz,). Clearly

q(%,Y;z|zp) = ¢ PSRX.Y, z02p), @)
where the PSF is given by Eq. (1). The probability of obseaygphotons emitted by a particle
located in(0,0,zp) at a point(x,y) in the focal plane positioned a is then given by
e Ay iz qx, y, z,| Zp) A0¥20l2p)
(%Y, zn[2p)!

which constitutes the basis for our image acquisition mobelis, the probability of observing
a given spatial distributioq(x,y,z,) of photons due to a particle (located(i®,0,zp)) is then
given by the joint probability

P(Q(Xayazn‘zp)) = ) (4)

N

P(C](X, Y»Zn|zp)) ) (5)
n=1xye.s
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where.7 is the set of points in object space corresponding to pixetee CCD array, andll
corresponds to the number of acquisitions of the particl@rtler to simplify the notation, we
shall refer to the photon coungsandq without explicitly writing their argumentsx, y, zy|zp).

2.3.3. Model-based particle localization

Localization consists of estimating the particle’s pasitixp, yp, ) from the aforementioned
distribution of photons. The estimation is done by fittinghadretical model to the acquisi-
tion(s) of a particle. As opposed to conventional approschkieere a generic model such as
a Gaussian is used, we perform the localization by fittingim&ge formation model to the
acquisitions.

2.4. Theoretical Bounds

Having formulated the image formation model for a singlerfiszent particle, we now proceed
with an investigation of the feasibility of axial localizan. The aim is to establish the maximal
theoretical precision that axial localization can achieh@determine this maximal precision,
we compute the Craémr-Rao bound, which is the theoretical lower bound on théawae of
any unbiased estimator. Based on the image formation mibndétlds a lower bound on the
precision that can be reached in estimating the particlea positionz,. Mathematically, the
bound states that

2 N
Var(2p) > 1/—E [:Zzln [T 1 Paxy.zlz)) |, (6)
P

n=1xye.s

wherez, is an unbiased estimator of the particle’s positzggnBy substituting Eq. (4) into this
result and simplifying, we obtain

N B 0 2
Var(ip)21/z > a(x,Y:z|zp) * (dZPQ(X’yaZan)> ) (7)

n=1xye.s

where the expression fojg is given in Eq. (17). The practical relevance of this fundatak

result becomes more readily apparent when applying thedtmyparticular cases, and studying
its relationship with the PSF. A simple example is given ig.F, for a source located at the
interface between the coverslip and specimen layers. Netsihgular behavior of the CRB

around the origin, which is related to the depth of field of thieroscope. The PSF varies
little within the center of that region, and localizationcbenes less precise. Mathematically
speaking, the singularity at the origin is due to the derreanf the PSF, which in this particular

case is zero at the in-focus position (sirzge= 0).

As indicated by Eq. (7), the shape of the CRB is solely deteechiby the PSF model,
whereas the scale depends on the amount of noise preseetacdhisitions. In fact, the am-
plitude of the CRB is proportional téc|Aj?) 1. As mentioned above, besides exposure time,
the energy of the particle is the determining factor for tigmal-to-noise ratio. A low-energy
particle emits fewer photons, which results in a higheralglity in the photon counting pro-
cess on the CCD. The recorded image will thus be noisier thaa higher energy patrticle;
consequently the CRB will be proportionally higher (meaniinat the precision of any estima-
tor will be lower). In our model, the energy of the particlerigplicitly related to the amplitude
A. Another parameter that influences the CRB—but to a lessenexis the size of the sup-
port within which the particle is observed. At high defocustahces, the support needs to be
sufficiently large in order to include the outermost ringshef diffraction pattern.

A more complete illustration of the CRB'’s behavior in redetito the PSF and the patrticle’s
depth is given in Fig. 3. For very small changegg{not shown, i.e., in our ongoing example,
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Fig. 2. (a) xz-section (top) and axial intensity profile (bottom) for a seuocated at the
interface between the coverslip and specimen layer, in which case thies B@fmetric.

(b) Corresponding CRB for different values of the quantization factevherec is given

in units of 1/|A2). The decrease of the bound is proportional to this factor. At a defocu
distance of ® um, these values of correspond to the following SNRs:4 180, 284,

and 388 dB.
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Fig. 3. (a) xz-sections of the theoretical PSF corresponding to pointes located at
different depthszy of the specimen. (b) CRBs corresponding to the PSFs shown in (a),
wherec = 3000 (in units of ¥|A|?).

up to~ 100nm), the PSF can be assumed to be locally stationary. Howesérgachange af,
increases (up te- 1 um), although the shape of the PSF remains essentially the, sanon-
negligible axial shift of the PSF with respect to the paefiEbosition occurs. This phenomenon
is accentuated for larger changeszgf where the “focal shift” increases as a function of the
particle’s depth. Incidentally, while the CRB also reflebis shift, it depends much more on the
complexity of the diffraction pattern. For sources deepihiw the specimen, the diffraction
patterns become more complex and the CRB gets lower acgbydirhus, the bound is much
higher for sections of the PSF that resemble a blurred sgothws not surprising. For a given
configuration (i.e., set of acquisition parameters), tHaevaf the CRB changes as a function
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of the amount of defocus alone. It is minimal only for a spedifterval situated approximately
between the in-focus position and the positions where teediffraction rings appear. From
this, it is readily apparent that taking out-of-focus asifions will lead to a better precision in
the estimation.

Having established the fundamental limits on sub-resmhuparticle localization we now
proceed with the development of an estimator whose precigiaches this lower bound.

2.5. A maximum likelihood estimator for axial localization

An optimal maximum-likelihood (ML) estimator for the axipgbsition of a particle is obtained
by maximizing the likelihood of our image formation model—dther words of Eq. (5)—with
respect to the particle’s positiag:

a N X 9q (q _
efpee-dp e

x,ye.s n=1xye.s

The ML estimator for the axial position is then obtained bl for z, in the above expres-
sion. Since it is not possible to obtain a closed form sofytiee deploy a Newton optimization
scheme by linearizing the maximum-likelihood around ameste of the position. Using the
Taylor expansion of the model, we obtain the following firsler approximation of Eq. (8):

iIn|ﬁ| |_| P(q)z% Z aq(ﬂ—l)

0ZP n=1xye.7 N=1x,ye.s 029 q

> 2 HG ) () g
+ 2-1)- () =) (zp—2) =0,
nzlx,)gy<azl23 q 0Zp qz P P

wherez, is an initial estimate of the axial position. It is then olwsothat the linearization
can be performed around the new estingtevhich implicitly leads to the following iterative

expression:
N oq
2 2 (af!, (%* 1)

Amil)  sm) n=1xye.”
Zp

=2y — ;
N _ _\2
929 (9__ 1) _ (ﬂ) ]
nzlx.y%y <dz% q 92p @
wherem denotes thenth iteration. An adequate initialization for the algorithgrcrucial, since
the linearization of the likelihood holds only locally. He initial estimate is too remote from the
correct position, convergence of the algorithm is not goi@ad. An efficient way of obtaining
an adequate initial estimalz%o)" is to evaluate the normalized cross-correlation between th

acquisitions and a number of sections pre-computed fronBIhdé®SFs corresponding to a
range of possible particle positions:

©)

(10)

N

> Y (- Hg)(q— Hg)

) n=1xye.s
= argmax
Zp

2 (11)

N N _ ’
\/z Y (A—Hg)* 3 ¥ (09— Hg)?
n=1xye.” n=1xye.7

where g and g are the mean values of pixels in the acquisitions and moegperctively. An
appropriate stopping criterion for the algorithm can beraafibased on the absolute value of
the update step. If the latter is smaller than the CRB by aarasfimagnitude, further refining
the estimation is statistically meaningless and the algorican thus be stopped.
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Fig. 4. Result of the ML estimation from simulated acquisitions. For eveiptpthe es-
timation was performed 50 times with a single acquisition (using differeiizeg®ns of
the noise). The standard deviation of the estimates matches the CRB welingltbat
our ML estimator is optimal. The singularity aroun®b pm is due to the mathematical
properties of the first derivative of the PSF, which is close to zero wlefocus is near to
the particle’s position.

2.6. Localization in three dimensions

In practice, localizing a particle along the optical axisiat possible without determining its
position in the acquisition plane. To this end, an ML estiondbr the xy-position can be ob-
tained by making the same developments as for the axial @stinSince the aim of this work is
to demonstrate a new approach for axial localization, weatstate the resulting expressions
here. Note, however, that the experimental results preddrglow were obtained by using an
ML estimator for all three dimensions.

3. Results

Prior to testing our estimation algorithm on experimentabg we verified its performance in
simulation. We generated phantom data by applying Poissiserio computed sections of
the PSF corresponding to a particle at an arbitrary depthinvihe specimen. The estimation
algorithm was then run with these simulated acquisitioesiegated for a particle situated at
zp, =5 um, using an initial estimate that differed bylQum from the actual value. The process
was repeated for various focal distances, using differesiizations of the Poisson noise. We
then compared the standard deviation of these estimatidthstine CRB. Fig. 4 shows this
result for one particular set of parameters; from other ftiens, we have strong evidence that
our algorithm achieves the theoretical precision for anyfiguration.

In their analysis of lateral localization, Obet al. [11] discussed the theoretical limits on
estimation precision and used a maximum-likelihood edttmbased on their approximative
two-dimensional image formation model to show that thesgtdi can be reached. Here, we
have presented an analytical expression for a maximuntiHied estimator based on a com-
plete, three-dimensional formulation of the image formatrocess, and shown that it reaches
the theoretical limits in axial localization. Although thkave not been specifically shown here,
theoretical bounds on lateral localization can be estadtidor our model as well, and the es-
timator can be shown to reach these bounds.
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3.1. Calibration and experimental setup

Before presenting the results obtained with our localarathethod, it is necessary to mention
how the constant complex amplitudgcf. Eq. (1)) and the photon quantization factaran be
estimated in practice. The former can be easily approxichlyefitting the model to the data
after an initial estimate for the particle’s position hagheetermined using normalized cross-
correlation (which is used precisely because it is indepandfA). Using a least-squares fit, a
sufficiently precise value oA is obtained. While an approximation ofis not required by the
estimation algorithm, it is needed when computing the CRBefgperimental data. Assuming
that the measures follow a Poisson distribution, the meaqusl to the variance in every point.
Since we only have a single realization per point, the meanbeacomputed using the PSF
model (with the estimate o&), and the standard deviation approximated with the diffeee
between the model and measure. We obtain an estimateyofomputing the sum of pointwise
ratios of standard deviation over mean.

Because our method relies on a non-stationary PSF, it exjthie knowledge of the focal
positionsz, in order to estimate,. In practice, there are two possibilities to obtain thedees
The first is to prepare samples in a way such that the focus e@alibrated to the coverslip-
specimen interface. This is possible, for example, by dyy&ference beads onto the coverslip,
in order to mark the interface. Since focusing is done usipgeao actuator, the position of
the acquisition plane with respect to the interface is theown. The other approach is to
include reference beads that are visible over a large axgge in the specimen. By acquiring
z-stacks with known relative displacements, and perfognairglobal fit of the PSF model to
these stacks, we can determine the position of the acquigitanes together with the locations
of the calibration beads. The precision of this calibrafimereases with the number of views
used in the fit (cf. discussion on CRB). In our case, we usethtter approach with 30 views.
The initialization step also gave us very precise estimaftdse position of the reference beads,
which could then be used as gold standards for our expergment

Experimental data were obtained by acquiring z-stacks aritlaxial step of 100m of the
fluorescent nano-bead preparations described in the @atemd methods section. An xz-
section of such a stack is shown in Fig. 5(a). The correspgrstection of the theoretical PSF
(Fig. 5(b)) shows that the model fits the data well, even ftatieely difficult conditions (high
NA, depth of the particle). As apparent in the xz-sectior, rhore evidently so in the slices
of the z-stack shown in Fig. 6, a non-negligible amount ofkgaound noise is present in the
acquisitions. This needs to be taken into account for thmasbn algorithm and thus requires
an extension of our image formation model.

3.2. Extension of the statistical noise model

The mean and variance of the background noise can be edlitoateasonable accuracy from
sections of acquisitions that are exempt of fluorescentcssuFor the sample discussed at the
end of this section, the estimated values for the mean aiahearare, respectivelyy, =514.74
ando? = 177.82. From these measures it is obvious that the backgrourse doies not follow

a Poisson distribution, which suggests that the backgraumadir experiment is due to read-
out noise (especially since a cooled camera was used).rniple, it is possible to extend our
statistical model (Eq. (4)) such as to incorporate backgimoise, which is typically described
as white Gaussian in the literature. To facilitate this rgien, we investigate the possibility of
approximating background noise with Poisson statistics.

A fundamental property of the Poisson distribution is that@apidly converges towards a
Gaussian with equal mean and variance, given that the latt@rge enough, which is usually
considered the case when> 10. Since the variance of the background noise is significant
higher than this value, we make the approximation by spjtthe Gaussian distribution into a
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Fig. 5. (a) xz-section of a z-stack of a bead locatezhat 22.1 um. (b) xz-section of the
PSF model corresponding to the parameters from (a).

Poisson distribution and a fixed offset (equaltp— ag), which leaves us with the convolution
between two Poisson distributions. The convolution of twsBon distributions yields another
Poisson distribution, whose mean is equal to the sum of nfeamsthe original distributions.
We thus obtain the following extension of our image formatiodel:

e @ %) (q+ a2)d

P(a)= ol (12)
Consequently, the expression for the CRB becomes
_ 2
N N (aizpqo(ay72n|zp))
Var(zp) >1/ 5 — 5 (13)
n:lx,’ye,(/ q(X7 yv Zn|2p) + ab
with the iterative estimator given by:
N _
99 q
2 2 (az (— 5 — 1) )
Sixyes \ 7P \ 4%
A _ om e (14)

(m _
N _ 2
s oy (29( 9, 1 _(ﬂ) _q
nSixyes \ 9% \ 4% 9% ) (a+op)?

To illustrate the appropriateness of this model, we comjpeléy. 6 a few slices of a measured
z-stack with the simulated acquisitions obtained usingetkended model. When rings are
present in the diffraction model, there is an intensity paakhe center of the pattern. If the
source is aligned with the xy-grid, this peak is recorded tsirgle pixel on the CCD. If,
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Fig. 6. Comparison of acquisitions of a bead located,at 22.1 um with their counter-
parts generated from the theoretical model. The distances indicate th@@nyavhich the
acquisitions are defocused.

however, the source is slightly shifted, the peak’s intignisi distributed across four pixels,
like it appears in these examples. Localization in threeedisions was used to determine the
particle’s position in the measured z-stack. This estichaiasition was then used to generate
the phantom data.

3.3. Validation with real data

In our acquisitions of the nano-bead sample described imiderials and methods section,
several dozen beads were visible. Among these, we chosesfadstwhose diffraction patterns
were well separated, such that estimation errors due tdagvénom the patterns of different
beads were not possible.

For our setup, the CRB shown in Fig. 3 indicates that locabnds much more precise when
positioning the focus below the bead, such that diffractings appear in the acquisition. The
xz-section of the bead confirms this; it is indeed much hamle€ifferentiate two acquisitions
that depict a blurred spot of light than two acquisitiong fhr@sent clearly disparate diffraction
patterns. In order to illustrate the performance of ounestor, we thus apply it to acquisitions
that feature diffraction rings. Initial values for the pele’s position were obtained using nor-
malized cross-correlation with a series of slices of the P®Hel computed with the same axial
spacing (10Gm) as the experimental acquisitions.

To demonstrate the localization for acquisitions takeraaitous defocus distances, the esti-
mation was performed using pairs of acquisitions spaceddyngn, for all such pairs within
the acquired z-stacks. Independently of the amount of disfdbe algorithm converges rapidly,
requiring 5 iterations on average. Fig. 7 demonstratessthatrof the estimation for three beads
over arange of B um. In the best case, localization precision (i.e., standaviktion of the es-
timation with respect to the reference) of @ amis achieved. The worst result obtained with the
selected beads was a precision of8@¥3m The averages of the estimated positions for the three
beads shown in Fig. 7 are 26 um, 22069 um, and 22085 um, respectively. These values
are also in perfect agreement with the reference positibtiedeads (2250 um, 22073 um,
and 22081 um, respectively), which are obtained using a global fit whéinmaasurements are
included. To further confirm our results, we compared ouneges with those obtained using
the Leica TCS SP2 AOBS confocal microscope. This acquisiloowed that the beads were
located approximately between.22um and 221 um within the specimen, which is strong
evidence for the soundness of our estimations. In Fig. 8 wesshe CRB for the shot noise-
only image formation model, the CRB for the extended imagmétion model and the average
value of the precision estimation achieved with the beads.

#3890 - $15.00 USD Received 28 September 2005; revised 12 December 2005; accepted 15 December 2005
(C) 2005 OSA 26 December 2005/ Voal. 13, No. 26/ OPTICS EXPRESS 10515



Az [nm]

Az [nm]

Az [nm]

‘oAcquisition r‘lso ® ®
Fig. 7. Localization results for three different beads. The values plattedthe devi-
ation Az = Zp — zf, Wherezet is the reference position estimated using all acquisitions.
The respective reference values are, from top to botton0522um, 22073 um, and
22.081 um, with the corresponging averages of the estimation4®2um, 22069 pum,

and 22085 um.
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Fig. 8. Standard deviation of the localization results with respect to the CRBlagled
over the range in which the estimations were performed.
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3.4. Optimal acquisition settings

Beyond its theoretical applications, the CRB can also bel tsaletermine optimal acquisi-
tion settings that may serve as guidelines to experimatsalAs the evaluation of the CRB
showed, it is advantageous to take acquisitions slightlgalesed with respect to the particle’s
actual position. In practice, however, particles can heasitd anywhere within the specimen,
and it is therefore not possible to adequately position toeid with respect to an individual
particle. Still, the study of particles is usually confinedat predetermined section of the spec-
imen. In such cases, under the hypothesis that the pastaieal position follows an uniform
distribution within the section, optimal focal positiorealling to the lowest average CRB can
be determined. This optimization is non-trivial, but canpleeformed by solving the following

cost function: ,
P N 1/0q
ar921m!QN /a <1/nzlx,%yq_<5zp> ) dzp, (15)

wherea andb are the bounds of the region of interest. In Fig. 9, we showehelts of this opti-
mization for a variety of settings. It is immediately clelaatthe optimal settings are non-trivial.
The estimation precision is significantly higher when asijiains are taken with an optimal fo-
cus, especially for particles that are deeper within theispen. At the same time, these results
also show the effect on the CRB of increasing the number afiaitigpns. Notice how the CRB
decreases as the number of acquisitions is augmented. sTaigécted, since increasing the
amount of “information” on the particle should implicitigad to a better estimation precision.
This property is especially useful in highly noisy acqudsitconditions.

4. Discussion

By investigating the fundamental theoretical limits of aXocalization from defocused ac-
quisitions of sub-resolution fluorescent particles, weehstvown that nanometer precision can
be achieved. The maximum-likelihood estimator proposetiiwork reaches the theoretical
limit provided that the image formation model is accuratkicli we have experimentally shown
to be the case. The use of a non-stationary PSF model makieg#iieation applicable to any
configuration of microscope objectives and specimen peatioar; it is especially powerful for
localizing particles at any depth within the specimen. Ugute non-stationary nature of the
PSF along the optical axis requires approximative modelsghppose stationarity to hold for
small layers of the specimen (see, e.g., [19]). Here, weldped an approach based directly
on the analytical expression of the PSF, thus guaranteeimgecgence within the precision of
the theoretical limits.

In our experimental tests we have shown that an axial lcatédiz precision below 15m
can be reached. These results confirm the practical apjiigais the proposed approach, and
demonstrate sub-resolution localization. They also canfire findings of Speidedt al. [13],
who were the first to show that nanometer-precision axialllpation from defocused acqui-
sitions is possible in widefield fluorescence microscopy.l@vimost localization and tracking
approaches that claim such a precision along the opticalaailimited to one or two particles
(see, e.g., [20]), the method proposed here can be appl@adytaumber of particles detected
within a z-stack. For such a multiple-particle scenaria,model could be extended to account
for overlap between the diffraction patterns of particles.

An efficient method to model the combined effect of variousrees of noise was introduced,
rendering the estimation possible for a wide range of corditipns. In particular, incorporating
additional sources does not increase the complexity of theehn

An important observation is that the localization algaritberforms significantly better for
acquisitions that are taken by placing the focus on the ditleeqgparticle where the diffraction
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Fig. 9. Optimal focal positions for a variety of acquisition settings. For glgiacquisition,
(a) and (b) clearly show the influence of the particle’s depth on the opgiosation; this is
notably due to the focal shift that occurs as a particle moves deeper @spdicimen (here
a 4 umthick section is considered). The optimal position is indicated by the vertizal b
(c), (d) Optimal focal positions when two acquisitions are used for twierdifit sections
of the sample. (e), (f) Scenario with three acquisitions. The optimalisitiqn settings are
considerably different from the uniform ones, and their effect oraOR® is substantial.
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Fig. 10. Comparison of the Cra@amRao bounds for the scalar and vectorial formulations
of the PSF. The xz-sections of the PSF and the dotted line in the CRB plotohtaiaed
using the vectorial model. As the source moves deeper into the spedimeedifference
between the two models becomes increasingly negligible.

pattern is more detailed (in cases whege< n;, such as in our example, this corresponds to
zn > zp). The lesser performance of the estimation on the othelisicnsistent with the higher
value of the CRB (see Fig. 3); we also suspect that it may hiymhre to slight discordancies
between the PSF model and the experimental observatioad=(ge5 in the range of-2 to

0 um).

4.1. Influence of the PSF model

We briefly justify our choice of a scalar PSF model for the jmsgx localization method. Our
experiments with the vectorial model proposed ok et al. [15] and Hellet al. [2, 16]
indicate that the differences with respect to the resultainbd using the scalar model are not
significant in the context of our work. Studies of the CRB foe tvectorial formulation show
that in some cases, it is slightly lower than its scalar egjaivt (see Fig. 10). However, this
is only apparent for strongly out-of-focus acquisitionsendthe signal intensity is weak and
generally undetectable, mainly due to background noisen Ahis effect is most noticeable for
less aberrated cases; as one penetrates deeper into theespeébe CRBs for the two models
become virtually equivalent.

Moreover, the scalar model has a clear computational adganf vectorial model requires
three integrals instead of one for the scalar case, not taiometie fact that the integrands are
much more involved. Since the localization algorithm aksguires the second derivative of the
PSF, the difference in computational cost is considerable.

We note that our methodology is generic enough to accomraddabther theoretical mod-
els as further progress is made in this field (see, e.g., 1, 2
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4.2. Shortcomings and possible extensions of the method

In practice, when a thick section of specimen is consideaer;stack with sufficient axial
resolution (i.e., low spacing between acquisitions) isunegl to guarantee that all particles
present in the specimen are recorded. As a consequencepadite is visible in multiple
slices, which can then be used in the localization. The gigalyexpression for the CRB can be
used to derive the optimal acquisition positions with respea particular experiment, in order
to maximize the performance of the localization.

A parameter not explicitly taken into account is the tempuogaolution of the acquisitions;
its determining factor is the movement of the particle dgrihe acquisition of the z-stack.
For fast-moving particles, it is still possible to perforhetlocalization, however, by limiting
the number of acquisitions. The volume (i.e., depth) of okeén is then reduced, and as a
consequence localization becomes less precise. Anota@eal that can hinder the efficiency
of localization is the diffusion of light occurring withirné specimen. Although our approach
permits the localization of particles at any depth, it ishistrespect limited by a factor that
affects any localization method.

The first-order approximation made in the development oMMheestimator holds only lo-
cally, meaning that the estimator is very sensitive to tligalrestimate. Precision in the latter
can be increased, if necessary, by computing the normatimss-correlation with a finer sam-
pling step (see Eq. (11)). Another possible improvementimdirection might be obtained by
using a higher order (e.g. quadratic) approximation of itkelihood function.

These limitations aside, the methodology presented invtbik is promising, showing that
with a standard widefield fluorescence microscope, pasticda be localized with nanometer-
scale precision. Our experimental results confirm thatdkalization precision is comparable
to that of specialized hardware such as the setup proposkddgt al.[7].
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Appendix

In this appendix we recall the essential aspects of the PSiehib7], and provide the full ex-
pressions of the derivatives used in the computations o£fRB and the maximum-likelihood
estimation.

The optical path difference, noted OPD (= ABCD - PQRS) is apjpnated as follows:

1
E (W(p,2n|2p)) = OPD= (zp — 20)\/N? — NAZp2

n
+zp{\/n§—NA2p2—n'\/ni2—NA2p2

S
o
+1 { \/”5 —NA?p? rT;’\/n.2 —NA2p?2 (16)
Lt 2 _NA202— /2 _ NA2p2
o {02 A I )
o
ti*{ ni*ZNAzpzniL\/m}.

As shown in Fig. 11, a ray emitted at poiatin the design systerRQRSfirst passes through
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Fig. 11. Schematic representation of the optical path difference retative sources: the
firstin the design configuration (PQRS, with= 0), and the second in an arbitrary position

zp (path ABCD).

a coverslip of thicknesky: and refractive indexy, then through an immersion medium of
thicknesstj= and refractive indexy«, before entering the front lens of the objective. Under
non-design conditions (pathBCD), a ray is emitted at a poirk within the specimen. Thus

it first traverses a specimen layer of thicknggsvhich in our notation corresponds tg and
refractive indexns, before passing through a coverslip of thickngsand refractive indexg.
Then it passes the immersion medium of thicknigsmnd refractive index; before entering
the objective. The first and second derivatives of the PSF repect to the axial positiaz,
required in Egs. (7)-(10), are as follows:

dq—(X7 Y, Zn|zp)
0zp
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dz_xv ) Z 1
W :2k2|A|2</0 cos(W(p,znzp))Jo(krNAp)g(p)pdp>
p .
1
_2k2‘A|2/ sin(W(p, zl2p)) Jo (krNAp) pdp
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1
[ sin(W(p.zlz5)) o (kiNAR) g(p) P dp
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2
+2k2|A? </Olsin (W(p.,z|2p))Jo (krNApP) g(p)p dp)

1
— 2k2\A|2/0 cos(W(p,2/zp))Jo (krNApP) pdp

[ cos(w(p,ziz0) o (kap)gip)pdp.

where

g(p) = ((1— r:i;) \/ 2 — NA2p2 + \/ n2— NA2p2> . (19)

Note that Haebe#l [23] proposed an easy way of evaluating the vectorial mbgdélorok
et al. and Hell et al., based on the parameters and formulationeo©fAD of the Gibson and
Lanni model.
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