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Abstract
A convolution algebra is a topological vector space X that is closed under the convo-
lution operation. It is said to be inverse-closed if each element ofX whose spectrum is
bounded away from zero has a convolution inverse that is also part of the algebra. The
theory of discrete Banach convolution algebras is well established with a complete
characterization of the weighted �1 algebras that are inverse-closed—these are hence-
forth referred to as the Gelfand–Raikov–Shilov (GRS) spaces. Our starting point here
is the observation that the space S(Zd) of rapidly decreasing sequences, which is not
Banach but nuclear, is an inverse-closed convolution algebra. This property propagates
to the more constrained space of exponentially decreasing sequences E(Zd) that we
prove to be nuclear as well. Using a recent extended version of the GRS condition,
we then show that E(Zd) is actually the smallest inverse-closed convolution algebra.
This allows us to describe the hierarchy of the inverse-closed convolution algebras
from the smallest, E(Zd), to the largest, �1(Zd). In addition, we prove that, in contrast
to S(Zd), all members of E(Zd) admit well-defined convolution inverses in S ′(Zd)

with the “unstable” scenario (when some frequencies are vanishing) giving rise to
inverse filters with slowly-increasing impulse responses. Finally, we use those results
to reveal the decay and reproduction properties of an extended family of cardinal spline
interpolants.
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1 Introduction

The task of inverting a digital filter is referred to as “deconvolution” in signal and
image processing. It allows for the deblurring of digital images. Being able to invert
discrete convolution operators is also crucial in approximation and sampling theory
in order to specify interpolators and dual basis functions [2,3,47]. It is well known
that a �2-stable inversion is possible if and only if the modulus of the discrete Fourier
transform ĥ = Fd{h} of the filter is bounded from above and below [19]—a condition
that we shall refer to as “�2-invertibility”. The inverse filter g is then simply given by
g = F−1

d {1/ĥ}. The theoretical question of interest then is to characterize the stability
and decay properties of the inverse filter g.

The foundational result of this classical line of research in harmonic analysis is
Wiener’s lemmawhich states that, if h ∈ �1(Z

d) and is invertible, then the convolution
inverse g is included in �1(Z

d) as well [21,30,36,50]. The other ingredient is Young’s
inequality (the simple case with p = 1) for discrete convolution, stating that

‖h ∗ a‖�1(Zd ) ≤ ‖h‖�1(Zd )‖a‖�1(Zd ) (1)

for any a, h ∈ �1(Z
d), where the discrete multidimensional convolution between h

and a is defined by

(h ∗ a)[·] =
∑

k∈Zd

h[· − k]a[k]. (2)

The norm inequality (1) has two important consequences. The first is that the convolu-
tion operator a �→ h ∗ a is bounded on �1(Z

d) if and only if1 h ∈ �1(Z
d). The second

is that �1(Zd) is a Banach convolution algebra, meaning that it is closed with respect
to convolution; i.e., if a, h ∈ �1(Z

d), then h ∗ a ∈ �1(Z
d). A number of refinements

of this characterization can be obtained via the specification of more constraining
convolution algebras [13,21].

The inverse-closedness of such convolution algebras can then be ensured with
the help of extended versions of Wiener’s lemma for weighed �1-norms, the most
general form being attributed to Gelfand et al. [20–22,30,43]. In particular, these
results ensure that the convolution inverse of a filter that is algebraically decreasing
retains the property, with the same order of decay.

As suggested by the title, our objective in this paper is to move beyond Wiener’s
lemma and the decay limit imposed by the Gelfand–Raikov–Shilov (GRS) criterion.
Since the latter is an “if and only if” characterization, this is only possible outside the
traditional realm of weighted Banach spaces. Our proposal therefore is to switch to
projective and inductive limits of Banach spaces, which provide a rigorous framework
for extending classical results from functional analysis to non-Banach spaces. As it
turns out, the relevant spaces have a nuclear structure. To quote Pietsch in [38, pp.
V]:

1 The reverse implication is obtained by taking the input to be the discrete impulse (neutral element of the
convolution).
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“With a few exceptions the locally convex spaces encountered in analysis can be
divided into two classes. First, there are the normed spaces, which belong to classical
functional analysis, and whose theory can be considered essentially closed. The second
class consists of the so-called nuclear locally convex spaces, which were introduced
in 1951 by A. Grothendieck.”
While this requires the use of a more advanced formalism [23,25,46], the payoff in
our case is that we end up with stronger results on the decay of convolution inverses.

Before presenting our contributions, we should mention important previous works
about the inverse-closedness of non-Banach convolution algebras. Several authors
have studied the space of exponentially decreasing sequences and have shown that it
is stable under convolution and inversion [4,12,26,39]. Aswe shall see, this space plays
a fundamental role within the complete family of inverse-closed convolution algebras.
More recently, Fernández, Galbis and Toft extended the GRS condition to the case of
countable inductive limits of Banach convolution algebras [16]; on this subject, see
also [6,7,17]. We should emphasize that these works have been developed not only
for convolution operators, but for the more general framework of infinite-dimensional
matrices whose elements are dominated by convolution kernels.

As already announced, our focus here is on convolution. Our objectives are essen-
tially two-fold. First, we are aiming at a unified and self-contained treatment of
inverse-closed convolution algebras for sequence spaces beyond the classical set-
ting of Banach spaces, with the widest possible range of applicability. Hence, we
include proofs of some known results to make the paper self-contained. Working
with convolution allows us to use extensively the discrete Fourier transform. An
interesting aspect is that some of the proofs become deceptively simple once the
problem has been correctly specified. Second, we are introducing a classification
and hierarchy of inverse-closed convolution algebras which helps us delineate the
boundaries of the framework. The main points that are developed thereafter are as
follows.

• We provide simple proofs that the space of rapidly decreasing sequences S(Zd)

and the space of exponentially decreasing sequences E(Zd) are inverse-closed
nuclear convolution algebras.

• We characterize the inverse-closedness of countable intersections and countable
unions of Banach convolution algebras. For the union, we use the extended GRS
condition, and show that it is equivalent to the inverse-closedness of the corre-
sponding convolution algebra (the sufficiency was proved in [16]).

• We prove that the space E(Zd) is the projective limit of the GRS spaces (The-
orem 21). It means that the space of exponentially decreasing sequences is the
intersection of the complete family of inverse-closed Banach convolution alge-
bras.We then deduce that E(Zd) is the smallest inverse-closed convolution algebra
among sequence spaces (Theorem 23). These are possibly our most important
results.

• We prove that all members of E(Zd), including those that have frequency nulls,
admit a convolution inverse in the space of slowly increasing sequences S ′(Zd)

(Theorem 24). This is an improvement of an earlier result by De Boor, Höllig and
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Riemenschneider [9], who established the unconditional invertibility in S ′(Zd) of
the more restricted family of compactly-supported filters.

• We demonstrate the relevance of our results for the problem of cardinal spline
interpolation [33,40]; that is, the determination of an interpolating spline taking
predetermined values at the integers. Specifically, given some integer shift-
invariant space Vϕ = span{ϕ(· − k)}k∈Zd , we relate the decay of the unique
interpolant ϕint ∈ Vϕ to the functional properties of the generator ϕ. In particular,
we identify general conditions on ϕ (resp., ϕ̂) that ensure that ϕint decays expo-
nentially fast. These cover the classical case of polynomial spline interpolation
where ϕ is a compactly-supported B-spline [8,40], as well as the more challeng-
ing scenario where ϕ is the slowly increasing Green’s function of some (elliptic)
differential operator L, extending the results of Madych and Nelson for the poly-
harmonic splines where L = (−�)n is the n-fold Laplacian [32].

The paper is organized as follows. In Sect. 2, we introduce some notations and
definitions. In Sect. 3, we review the results on inverse-closed Banach convolution
algebras. In Sect. 4, we study the spaces S(Zd) and E(Zd), which are two prominent
examples of non-Banach2 inverse-closed convolution algebras with a well-defined
topology. Our main results are presented in Sect. 5, where we introduce the classi-
fication of inverse-closed convolution algebras and show that E(Zd) is actually the
smallest one. In Sect. 6, we consider the inversion of sequences of E(Zd) with fre-
quency nulls. Finally, we conclude in Sect. 7 with the application of our results to the
problem of interpolation on a uniform grid, which requires the inversion of a discrete
convolution operator.

2 Notations and Definitions

Following the standard convention in signal processing, we use square brackets to
index sequences (e.g., discrete signals) and round ones to index functions (e.g.,
continuous-domain signals). In this way, we can denote the sampled value of some
function f at some (multi-)integer location x = k as f [k] = f (x)|x=k, while
f [·] = ( f [k])k∈Zd represents the sampled version of the function f (·) on the multi-
integer grid Z

d . For x = (x1, . . . , xd) ∈ R
d , we denote ‖x‖ = (x21 + · · · + x2d )1/2 the

Euclidian norm and |x| = |x1| + · · · + |xd | the �1-norm.

2.1 Sequences Spaces

Definition 1 A discrete multidimensional signal a[·] is
• rapidly decreasing if supk∈Zd (1 + ‖k‖)n|a[k]| < ∞ for all n ∈ N; that is, if a[·]
has a faster-than-algebraic decay at infinity;

• exponentially decreasing if there exists a constant C and a rate r > 0 such that
|a[k]| ≤ Ce−r |k| for all k ∈ Z

d ;

2 A nuclear space cannot be normed, unless the number of dimensions is finite. The property of nuclearity
comes hand-in-hand with the specification of the underlying topology and a characterization of the dual as
an inductive or projective limit of Banach spaces.
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• slowly increasing if there exists a constant C and an integer n ∈ N such that
|a[k]| ≤ C(1 + ‖k‖)n for all k ∈ Z

d ; that is, if a[·] does not grow faster than all
polynomials.

The corresponding vector spaces are denoted S(Zd), E(Zd), and S ′(Zd) respectively.

The above spaces can be endowed with natural topologies that make them topo-
logical vector spaces. We detail their topological structures motivated by the fact that
they are not Banach spaces. They are actually nuclear spaces [46], as will be made
explicit in the sequel. The space that has the simplest structure is

S(Zd) =
⋂

n∈N

{
a[·] : sup

k∈Zd
(1 + ‖k‖)n|a[k]| < ∞

}
, (3)

which is a countable projective limit of Banach spaces, also called a Fréchet space. In
particular, a sequence (am)m∈N of elements of S(Zd) converges to a ∈ S(Zd) if, for
every n ∈ N,

sup
k∈Zd

(1 + ‖k‖)n|(am − a)[k]| −→
m→∞ 0.

By contrast, the spaces E(Zd) and S ′(Zd) are countable inductive limits of Banach
spaces, since we can write

E(Zd) =
⋃

n∈N

{
a[·] : sup

k∈Zd
e|k|/(n+1) |a[k]| < ∞

}
, (4)

S ′(Zd) =
⋃

n∈N

{
a[·] : sup

k∈Zd
(1 + ‖k‖)−n |a[k]| < ∞

}
. (5)

A sequence (am)m∈N of elements of S ′(Zd) converges to a ∈ S ′(Zd) if there exists
n0 ∈ N such that supk∈Zd (1 + ‖k‖)−n0 |am[k]| < ∞ for all m, supk∈Zd (1 +
‖k‖)−n0 |a[k]| < ∞, and

sup
k∈Zd

(1 + ‖k‖)−n0 |(am − a)[k]| −→
m→∞ 0.

The convergence in E(Zd) obeys the same principle.
The space S ′(Zd) is moreover the topological dual of S(Zd); that is, the space of

continuous linear functionals from S(Zd) to R. Actually, we shall see that E(Zd) is,
like S ′(Zd), the topological dual of a Fréchet space. Thereafter, duals of topological
vector spaces are endowed with the strong topology.3

We say that a topological vector space E embeds into a topological vector space
F , denoted as E ⊆ F , if E is included in F (set inclusion) and if the identity operator
is continuous from E to F . We have the following embedding relations

E(Zd) ⊆ S(Zd) ⊆ �p(Z
d) ⊆ S ′(Zd)

3 Note that the strong topology on S ′(Zd ) coincides with the inductive topology of (5).
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with the property that any of the classical Banach spaces �p(Z
d) with 1 ≤ p ≤ ∞ is

sandwiched in-between.

2.2 Convolution Algebras and Inverse-Closedness

The discrete convolution of two sequences a and b ∈ S ′(Zd) is well-defined if∑
l∈Zd |a[l]b[k − l]| < ∞ for every k ∈ Z

d , in which case we set

a ∗ b =
∑

l∈Zd

a[· − l]b[l].

The Kronecker delta δ[·], that is 1 at 0 and 0 otherwise, is the neutral element for the
convolution.

Definition 2 A (discrete) convolution algebra is a sequence space X ⊆ S ′(Zd) such
that

• the Kronecker delta δ[·] is in X ;
• for all a, b ∈ X , the convolution a ∗ b is well-defined and is in X ;
• the convolution defines a bilinear and continuous operator from X × X to X .

Moreover, if X is a Banach space (resp., a nuclear space), we say that X is a Banach
convolution algebra (resp., a nuclear convolution algebra).

For a topological vector space X ⊆ S ′(Zd), we define A(X ) as the space of
continuous linear shift-invariant operators from X to itself. A shift-invariant operator
T in A(X ) being a convolution, it is identified with its impulse response h ∈ S ′(Zd)

such that T{a} = h ∗ a for every a ∈ X . We denote the latter operator Th . Then,
A(X ) is isomorphically equivalent to a sequence space. The case of a convolution
algebra is characterized by the relation A(X ) = X . Indeed, the convolution being
continuous from X × X to X , the operator Th is continuous from X to itself for
every h ∈ X , so X ⊂ A(X ). Reciprocally, if Th ∈ A(X ), then, since δ[·] ∈ X ,
h = Th{δ} = h ∗ δ = h ∈ X .

Definition 3 A filter h is said to be �2-invertible if h ∗ a is well-defined for every
a ∈ �2(Z

d) and there exist two constants 0 < A, B < ∞ such that

A‖a‖�2(Zd ) ≤ ‖a ∗ h‖�2(Zd ) ≤ B‖a‖�2(Zd ), ∀a ∈ �2(Z
d).

The discrete-domain Fourier transform (or frequency response) of h ∈ S ′(Zd) is
given by

ĥ(ω) = Fd{h}(ω) =
∑

k∈Zd

h[k]e−i〈ω,k〉,

where the convergence holds in S ′(Td), the space of generalized functions on the
d-dimensional torus T

d = [−π, π ]d . If h ∈ �1(Z
d), then ĥ(ω) is defined pointwise,

and is actually bounded and continuous over T
d . In that case, the invertibility of h
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is equivalent to the simple condition ĥ(ω) �= 0 for all ω ∈ T
d , and the inverse is

g = F−1
d {1/ĥ}, where F−1

d is the discrete inverse Fourier transform.

Definition 4 A convolution algebraX ⊆ S ′(Zd) is said to be inverse-closed if, for any
�2-invertible filter h ∈ X , there exists g ∈ X such that h ∗ g and g ∗h are well-defined
and

h ∗ g = g ∗ h = δ[·].

3 Review of Classical Results on Banach Convolution Algebras

We briefly introduce the subject of Banach convolution algebras for sequence spaces.
For more details and more general approaches, we refer the reader to the works of
Feichtinger [13], Gröchenig [21], and Shin and Sun [42].

3.1 Weighted Banach Convolution Algebras

We say that w : Z
d → R is a weighting sequence if it is positive and symmetric;

that is, if w[k] = w[−k] > 0 for every k ∈ Z
d . It is convenient mathematically to

describe/control the decay properties of signals via their inclusion in some appropriate
weighted �p-space

�p,w(Zd) =
{

a ∈ S ′(Zd) : ‖a‖�p,w(Zd ) = ‖w[·]a[·]‖�p(Zd ) < ∞
}

(6)

where w[·] is a fixed weighting sequence. We say that the weighting sequence w[·] is
submultiplicative ifw[k+ l] ≤ w[k]w[l] for every k, l ∈ Z

d . Note that this condition
implies that w[0] ≥ 1. Another slightly less obvious consequence is that the growth
of the sequence w[·] is necessarily bounded by an exponential:

1 ≤ w[k] ≤ er |k| (7)

with r = log(sup|k|≤1 w[k]) ≥ 0.

Theorem 5 The space �1,w(Zd) is a Banach convolution algebra if and only if the
weighting sequence w is submultiplicative.

We cannot resist to reproduce the short proof of this powerful result since we find
it quite enlightening (see also [13,21]).

Proof For the direct part, we note that the submultiplicativity of w is equivalent to
0 < w[k] = w[k − l + l] ≤ w[k − l]w[l], which results in the pointwise estimate

w[k] ∣∣(h ∗ a)[k]∣∣ =
∣∣∣∣∣∣

∑

l∈Zd

h[l]a[k − l]
∣∣∣∣∣∣
w[k]

≤
∑

l∈Zd

(∣∣h[l]∣∣w[l]) (∣∣a[k − l]∣∣w[k − l])
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Next, we evaluate the �1 norm of both sides of the above inequality as

‖h ∗ a‖�1,w(Zd ) ≤
∑

l∈Zd

∑

k∈Zd

(
w[l]∣∣h[l]∣∣) (

w[k − l]∣∣a[k − l]∣∣)

=
∑

l∈Zd

∑

n∈Zd

(
w[l]∣∣h[l]∣∣) (

w[n]∣∣a[n]∣∣) (change of variable n = k − l)

= ‖h‖�1,w(Zd )‖a‖�1,w(Zd )

where the exchange of sums is justified by Tonelli’s theorem, which yields the required
weighted version of Young’s inequality. Since the latter is sharp (with the choice
a = δ[·]), it also shows that the induced norm of the convolution operator a �→ h ∗ a
is ‖h‖�1,w(Zd ). As for the converse part, we consider the impulsive input signal ek =
δ[· − k], which is such that

‖ek‖�1,w(Zd ) = w[k]

By recalling that ek ∗ el = ek+l and invoking the Banach algebra property, we get

w[k + l] = ‖ek ∗ el‖�1,w(Zd ) ≤ ‖ek‖�1,w(Zd )‖el‖�1,w(Zd ) = w[k]w[l], (8)

which is the desired inequality for w (submultiplicativity). ��

3.2 Inverse-Closedness of Banach Convolution Algebras

The issue of the inverse-closedness of weighted Banach convolution algebras was
beautifully settled by Gelfand et al. [18,21].

Definition 6 A submutiplicative weighting sequence w[·] fulfils the GRS (Gelfand–
Raikov–Shilov) condition (in short, we say that w[·] is GRS) if

lim
m→∞ w[mk]1/m = 1, ∀k ∈ Z

d . (9)

The upper bound in (7) indicates that the faster-growing submultiplicative weights
are the exponential ones. Interestingly, these also corresponds to the breakpoint beyond
which the GRS condition no longer holds. Let w be a submultiplicative weighting
sequence. If there exists b ∈ [0, 1) and C, r , k0 > 0 such that

w[k] ≤ Cer |k|b for all |k| ≥ k0,

then w satisfies the GRS condition (9). On the other hand, w is not GRS if for some
C, r , k0 > 0,

Cer |k| ≤ w[k] for all |k| ≥ k0
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[20]. To see this, it suffices to consider the sequence v[k] = er |k|b which is such that
1
m log v[mk] = r |k|bmb−1. Clearly, the latter is GRS if and only if limn→∞ nb−1 = 0
which is equivalent to 0 ≤ b < 1.

Proposition 7 (Weighted version of Wiener’s lemma, Theorem 5.24, [21]) Let w be a
submultiplicative weighting sequence satisfying the the GRS condition. Then, for any
h ∈ �1,w(Zd) such that Fd{h}(ω) = ĥ(ω) �= 0 for all ω ∈ T

d (invertibility), we have
that g = F−1

d {1/ĥ} ∈ �1,w(Zd).

Hence, by combining Theorem 5 and Proposition 7, we conclude that �1,w(Zd) is
an inverse-closed convolution algebra if w is GRS. Remarkably, the implication also
goes the other way around, which closes the topic of discrete Banach convolution
algebras. We summarize the situation in the following:

Theorem 8 (Corollary 5.27, [21]) Let w be a submultiplicative weighting sequence.
Then the Banach convolution algebra �1,w(Zd) is inverse-closed if and only if w

satisfies the GRS condition.

4 Inverse-Closed Nuclear Convolution Algebras

In this section, we study the sequence spaces S(Zd) and E(Zd). Since they are not
Banach spaces, we cannot directly apply the results of Sect. 3. As we shall see, they
are two examples of inverse-closed nuclear convolution algebras. They are different
in the following way: S(Zd) is a countable intersection of Banach spaces while E(Zd)

is a countable union of Banach spaces.

4.1 Reminder on Nuclear Spaces

Nuclear spaces were introduced in [23] as a natural complement of Banach spaces in
the field of functional analysis. For our purpose, we are concerned by the characteri-
zation of the nuclearity of sequence spaces of a special type: countable intersections
of weighted �1 spaces and their dual spaces, for which we have the following charac-
terization.

Proposition 9 (Proposition 28.16, [34]) Let w = (wn)n∈N be a family of weights such
that wn ≤ wn+1 for every n. The Fréchet space X = ⋂

n∈N �1,wn (Z
d) is nuclear if

and only if

∀n ∈ N, ∃m ≥ n,
∑

k∈Zd

wn[k]
wm[k] < ∞. (10)

This particular sequence space is studied extensively in [34, Chap. 27], where it is
denoted byX = λ1(w). Here, we are also interested in spaces that are duals of nuclear
Fréchet spaces of the form X = ⋂

n∈N �1,wn (Z
d).

Proposition 10 (Theorem 9.6, [25]) The strong dual of a nuclear Fréchet space is
nuclear.
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4.2 The SpaceS(Zd)

We recall that S(Zd) is the space of rapidly decreasing signals (see Definition 1). We
consider the weights

wn[k] = (1 + ‖k‖)n

with n ∈ Z. When n ≥ 0, wn[·] is algebraically increasing, submultiplicative, and
satisfies the GRS condition. The definition given by (3) is equivalent to

S(Zd) =
⋂

n∈N
�∞,wn (Z

d). (11)

For 1 ≤ p ≤ ∞ and n ∈ N, one can readily show that

∀a ∈ �p,wn (Z
d), ‖a‖�∞,wn (Zd ) ≤ ‖a‖�p,wn (Zd )

∀a ∈ �∞,wn (Z
d), ‖a‖�p,w�n−(d/p)−ε� (Zd ) ≤ C‖a‖�∞,wn (Zd )

where ε > 0 and for some constant C > 0. Hence, for 1 ≤ p ≤ ∞ and n ∈ N fixed,
we have the embedding relations

�p,wn (Z
d) ⊆ �∞,wn (Z

d) ⊆ �p,w�n−(d/p)−ε�(Z
d). (12)

Combining (11) and (12), we obtain the more generic characterization

S(Zd) =
⋂

n∈N
�p,wn (Z

d) (13)

that holds for any 1 ≤ p ≤ ∞.
The space S(Zd) is a nuclear Fréchet space [46, Theorem 51.5]. Considering (13)

with p = 1, we can actually apply Proposition 9 with m = n + d + 1 to deduce the
nuclearity of S(Zd) since

∑

k∈Zd

wn[k]
wn+d+1[k] =

∑

k∈Zd

1

(1 + ‖k‖)d+1 < ∞.

The dual counterpart of the representation (13) is

S ′(Zd) =
(
S(Zd)

)′ =
⋃

n∈N
�′

p,wn
(Zd) =

⋃

n∈N
�q,1/wn (Z

d)

where we recall that
(
�p,wn (Z

d)
)′ = �q,1/wn (Z

d) with 1
p + 1

q = 1 and 1 ≤ p < ∞.

Since S ′(Zd) is the strong dual of a nuclear Fréchet space, it is nuclear as well (but
not Fréchet), according to Proposition 10.
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In view of (13) with p = 1, we now propose to take Theorems 5 and 8withw = wn

to the limit as n → ∞, which allows us to deduce the following.

Theorem 11 The space S(Zd) is an inverse-closed nuclear convolution algebra.

There is actually no need here to invoke the full Banach-space machinery (Young’s
inequality andWiener’s lemma) because there is a simpler direct proof of Theorem 11.
Indeed, it is well known that the discrete Fourier transform of a rapidly decreasing
sequence is 2π -periodic and infinitely differentiable and vice versa; i.e., a ∈ S(Zd) if
and only if â ∈ C∞(Td). Now, the product of two C∞ functions is C∞ as well, so that
h∗a ∈ S(Zd) if and only if ĥ ∗ a ∈ C∞(Td). Likewise, if ĥ ∈ C∞(Td)with ĥ(ω) �= 0
for all ω ∈ T

d , then ĝ = 1/ĥ ∈ C∞(Td), which proves the inverse-closedness.

4.3 The Space E(Zd)

Nuclearity of E(Zd) Contrary to S(Zd), the space of exponentially decreasing
sequences E(Zd) is not a countable intersection of Banach spaces; that is, not a Fréchet
space. However, it is nuclear, as can be easily deduced in various ways. In Proposi-
tion 12, we make explicit its inductive limit characterization and provide a simple
proof of its nuclearity.

Proposition 12 Let 1 ≤ p ≤ ∞. E(Zd) is a nuclear space that can be specified as the
inductive limit

E(Zd) =
⋃

n∈N
�p,vn (Z

d) (14)

with weighting sequence vn[k] = e|k|/(n+1), which is exponentially increasing and
submultiplicative.

Proof We can rewrite (4) as E(Zd) = ⋃
n∈N\{0} �∞,vn (Z

d). Moreover, we have the
embeddings

�p,vn (Z
d) ⊆ �∞,vn (Z

d) ⊆ �p,vn+1(Z
d), (15)

which shows that (14) is true for every 1 ≤ p ≤ ∞. We consider the case p = 1 for
the rest of the proof.

We now consider the Fréchet space V(Zd) = ⋂
n∈N �1,1/vn (Z

d), endowed with the
projective topology. We apply Proposition 9 with m = n + 1, for which

∑

k∈Zd

1/vn[k]
1/vn+1[k] =

∑

k∈Zd

e− |k|
n(n+1) < ∞,

and the space V(Zd) is therefore nuclear. Since V ′(Zd) = ⋃
n∈N\{0} �1,vn (Z

d) =
E(Zd), the space E(Zd) is the strong dual of a nuclear Fréchet space and hence nuclear
because of Proposition 10. ��
The Space E(Zd) as an Inverse-Closed Convolution Algebra In [26], Jaffard
established that E(Zd) is stable by convolution (Proposition 1), and inverse-closed
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(Proposition 2). His work is actually more general since it covers infinite matrices that
are dominated by convolution kernels (the latter being a special case of the former).
Thanks to Proposition 12, we therefore deduce the following:

Theorem 13 The space E(Zd) is an inverse-closed nuclear convolution algebra.

We are going to present a very short alternative proof of the inverse-closedness
and algebra part of the statement for the case of convolution operators. The enabling
property, which will also play a central role in Sect. 6, is the following characterization
of the Fourier transform of a sequence in E(Zd).

Fourier Transform of Exponentially Decreasing Sequences

Definition 14 A function f : T
d → R is real analytic at x0 if it can be represented by

a convergent power series of the form

f (x) =
∑

n∈Nd

an(x − x0)n

in some open neighbourhood of x0. A function is real analytic onT
d if it is real analytic

at every x0 ∈ T
d .

The space of exponentially decreasing sequence is in correspondencewith the space
of real analytic periodic functions.

Theorem 15 A discrete signal u[·] is exponentially decreasing—i.e., u ∈ E(Zd)—if
and only if its discrete-domain Fourier transform û is real analytic on T

d .

Theorem 15 can be deduced from more general results known in the literature.
The 1-D version of the equivalence is mentioned in [29, p. 134] as a percursor of the
Paley-Wiener theorem, and listed as an exercise in [27, p. 27]. The main theorem of
[41] provides a characterization of real analytic functions on a real analytic manifolds
in terms of eigenfunctions of elliptic differential operators, from which Theorem 15
is a corollary for the manifold T

d and the identity operator. More recently, several
authors have obtained similar results for the more general class of (duals of) periodic
ultradifferentiable functions [10,11], for which Fd(E(Zd)) is a special case. In par-
ticular, for d = 1 (the extension to any d being straightforward), Theorem 15 is a
corollary of [10, Proposition 2] for weights Mp = p!.
Proof of Theorem 13 By Theorem 15, the algebra part of the statement is equivalent
to ĥ(ω)â(ω) and 1/ĥ(ω) being analytic, which are basic properties in the theory of
convergent power series. For instance, if f is analytic at x0 with f (x0) �= 0, then 1/ f
is analytic at x0. ��

Finally, we remark that Theorem 15 can also be applied to deduce an alternative
proof of the nuclearity ofE(Zd). Indeed, it ensures thatE(Zd) is isomorphic to the space
of periodic real analytic functions (as locally convex topological vector spaces), which
is a closed subspace of the space of real analytic functions over R

d . Moreover, the
latter is known to be nuclear. From [46, Proposition 50.1], the nuclearity is transferred
to closed subspaces of nuclear spaces, concluding the argument.
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5 Hierarchy of Inverse-closed Convolution Algebras

5.1 Classification of Convolution Algebras

Definition 16 We consider three types of sequence spaces that are candidates for being
inverse-closed convolution algebras:

• Type I: Banach spaces of the form �1,w(Zd) with w a submultiplicative weight;
• Type II: countable projective limit of Banach spaces (also called Fréchet spaces)

⋂

n∈N
�1,wn (Z

d) (16)

where (wn) is a family of submultiplicative weighs such that wn ≤ wn+1;
• Type III: countable inductive limit of Banach spaces

⋃

n∈N
�1,wn (Z

d) (17)

where (wn) is a family of submultiplicative weighs such that wn+1 ≤ wn .

Sequence spaces of types I, II, or III are convolution algebras, as intersections or
unions of convolution algebras (the weights are assumed to be submultiplicative). We
therefore call them convolution algebras of type I, II, or III. The typical example of
convolution algebra of type II is the space S(Zd). Moreover, we have seen that the
space E(Zd) is of type III. Note that the conditions of having increasing weights for
the type II is not restrictive: if this condition is not satisfied, it suffices to consider the
family of weights (w0 + . . . + wn)n∈N. Similar considerations can be done for the
type III.

The types specified by (16) and (17) are mutually exclusive in the following sense:

Proposition 17 If X is simultaneously a convolution algebra of type II and III, it is
necessarily a Banach convolution algebra of type I.

Proof First of all, as a Fréchet space, X is metrizable. Being of type III, its dual is
itself a Fréchet space, and is also metrizable. SinceX and its dual are both metrizable,
X is normable [28, Sect. 29.1], and X is therefore a Banach space. ��

The characterization of inverse-closed convolution algebras of type I is a classical
problem that has been completely solved (see Sect. 3): the space �1,w(Zd) is inverse-
closed if and only if it satisfies the GRS condition. We shall see now that this property
also carries over naturally to the convolution algebras of type II. The case of convo-
lution algebras of type III is more challenging and is the subject of the next section.

Proposition 18 Let X = ⋂
n∈N �1,wn (Z

d) be a convolution algebra of type II. Then,
X is inverse-closed if and only if the weights wn are all GRS.
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Proposition 18 is the generalization of Theorem 8 fromBanach to Fréchet sequence
spaces.

Proof An intersection of inverse-closed convolution algebras is inverse-closed, so the
GRS condition is sufficient. For the necessity, we shall assume that one of the weights
wn0 is not GRS, and we shall prove that X is not inverse-closed.

For wn0 non GRS, according to Theorem 8, the convolution algebra �1,wn0
(Zd) is

not inverse-closed. Then, there exists a signal a ∈ �1,wn0
(Zd) such that â does not

vanish, and b = F−1
d {1/̂a} /∈ �1,wn0

(Zd). We can actually construct such a signal a
that is moreover compactly supported. This is shown in the proof of [21, Corollary
5.27], and is also developed later in the proof of Theorem 20. Then, the sequence
a ∈ X (because it is compactly supported), while b = F−1

d {1/̂a} /∈ X ⊂ �1,wn0
(Zd).

Therefore, X is not inverse closed. ��

5.2 Inverse-Closed Convolution Algebras of type III

The case of sequence spaces of type III was addressed by Fernández, Galbis and Toft
in the general setting of convolution-dominated infinite-matrix algebras [16]. Their
work is based on the following extension of the GRS condition.

Definition 19 Consider a countable family of submultiplicative weightsw = (wn)n∈N
such that wn ≥ wn+1 for every n. We say that w satisfies the extended GRS condition
if

inf
n∈N

(
lim

m→∞ wn[mk]1/m
)

= 1, ∀k ∈ Z
d . (18)

When the family is reduced to one element (that is, all the weights are equal to a
unique weight w), we recover the usual GRS condition. Moreover, if one of the wn is
GRS, then the complete family is GRS. Therefore, the scenario that is of interest is
when no member of the family is GRS, as is the case for E(Zd). Our next result is a
refinement of a theorem by Fernàndez et al. in that it shows that the implication also
goes the other way around.

Theorem 20 Let w = (wn)n∈N be a family of submultiplicative weights with wn+1 ≤
wn. Then, the space X = ⋃

n∈N �1,wn (Z
d) is inverse-closed if and only if w satisfies

the extended GRS condition.

Proof We already know that X is a convolution algebra. According to [16, Theo-
rem 2.1], a convolution algebra of type III based on a GRS family can be seen as
an (uncountable) intersection of inverse-closed Banach convolution algebras, and is
therefore inverse-closed itself.

We should nowprove that theGRScondition is necessary for the inverse-closedness.
To do so, we adapt the proof of the necessity of the usual GRS condition for the inverse-
closedness of Banach convolution algebras [21, Corollary 5.27]. We first introduce
some notations. For every n ∈ N, the limit �n[k] := limm→∞ wn[mk]1/m exists in
[1,∞) for every k ∈ Z

d because the wn is submultiplicative. Moreover, since the
weights are decreasing, there exists for every k ∈ Z

d ,

�[k] := lim
n

�n[k] = inf
n∈N

(
lim

m→∞ wn[mk]1/m
)

≥ 1.
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Let us now assume that the family (wn) does not satisfy the extended GRS condition
(18). To finish the proof, it now suffices to show that the space X is not inverse-
closed. If the family is not GRS, then there exists k0 ∈ Z

d such that, for every n,
�n[k0] ≥ �[k0] > 1. Let us fix α > 0 such that 1 ≤ eα < �. In particular, it means
that, for every n ∈ N, there exists m0(n) such that,

∀m ≥ m0(n), wn[mk0] ≥ eαm . (19)

Consider the sequence a[k] = δ[k] − e−αδ[k− k0].4 Clearly, a ∈ X , since it is com-
pactly supported. Moreover, the discrete Fourier transform â(ω) = 1 − e−αe−i〈ω,k0〉
satisfies |̂a(ω)| ≥ 1 − e−α > 0 for every ω ∈ T

d , and therefore does not vanish. The
inverse 1/̂a of â is given by

1

â(ω)
= 1

1 − e−αe−i〈ω,k0〉 =
∑

m≥0

e−mαe−im〈ω,k0〉. (20)

This allows us to deduce that the inverse filter b = F−1
d {1/̂a} is given by

b[k] =
{
e−mα if k = mk0,

0 otherwise.
(21)

Therefore, we have, for every n ∈ N,

‖b‖�1,wn (Zd ) =
∑

k∈Zd

wn[k]b[k] =
∑

m≥0

wn[mk0]e−αm = ∞,

since wn[mk0]e−αm ≥ eαme−αm = 1 for every m ≥ m0(n) due to (19). This means
that, for every n, b /∈ �1,wn (Z

d).We therefore have constructed a sequence a ∈ X such
that â does not vanish and b = F−1

d {1/̂a} /∈ X , which proves that the convolution
algebra X is not inverse-closed. ��

5.3 The Case of E(Zd): the Smallest Inverse-closed Convolution Algebra

We shall now prove that the space of exponentially decreasing sequence is a subspace
of all the convolution algebras of Definition 16.We first start with a characterization of
E(Zd) as the (uncountable) projective limit of the complete family of inverse-closed
Banach convolution algebras. To that end, we define WGRS as the set of all GRS
submultiplicative weighting sequences.

Theorem 21 Let 1 ≤ p ≤ ∞. The space E(Zd) is the projective limit of the Banach
spaces �p,w(Zd) for w ∈ WGRS i.e.,

4 We can use the same sequence a for the proof of Proposition 18.
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E(Zd) =
⋂

w∈WGRS

�p,w(Zd). (22)

With p = 1, we deduce that E(Zd) is the projective limit of the inverse-closed Banach
convolution algebras �1,w(Zd) with w ∈ WGRS.

Applying [16, Theorem 2.1], we already know that E(Zd), as a sequence space
of type III, can be written as E(Zd) = ⋂

w∈A �1,w(Zd) for some family of GRS
weights A ⊂ WGRS. Our contribution is to show that A = WGRS includes all the
GRS weights. Moreover, we give a self-contained proof of Theorem 21 that does not
rely on the results of [16].

We consider W̃ the space of weighting sequences w ∈ WGRS that are |·|-isotropic
in the sense that w[k] = w[l] when |k| = |l|. As a first step, we show that we can
restrict ourselves to |·|-isotropic weighting sequences.

Lemma 22 For every 1 ≤ p ≤ ∞, we have

⋂

w∈WGRS

�p,w(Zd) =
⋂

w∈WGRS

�1,w(Zd) =
⋂

w∈W̃
�1,w(Zd). (23)

Proof First, we remark that for every p > 1, w ∈ WGRS, and w1[k] = (1 + ‖k‖)d ,
one has from Hölder inequality that

‖a‖�1,w(Zd ) ≤ ‖aw1‖�p,w(Zd )‖1/w1‖�q (Zd ) = ‖a‖�p,ww1 (Zd )‖1/w1‖�q (Zd )

with 1/p + 1/q = 1 and ww1 is the pointwise product between w and w1. We have
therefore

�p,ww1(Z
d) ⊆ �1,w(Zd) ⊆ �p,w(Zd).

Since ww1 ∈ WGRS for every w ∈ WGRS, we deduce that

⋂

w∈WGRS

�p,w(Zd) =
⋂

w∈WGRS

�1,w(Zd).

for every p < ∞. The case p = ∞ is similar once we remark that �∞,ww2(Z
d) ⊆

�1,w(Zd) ⊆ �∞,w(Zd) with w2[k] = (1 + ‖k‖)d+1.
For the second equality, the inclusion W̃ ⊂ WGRS implies that

⋂

w∈WGRS

�1,w(Zd) ⊆
⋂

w∈W̃
�1,w(Zd).

For the other embedding, we remark that for any w ∈ W , there exists w̃ ∈ W̃ such
that w ≤ w̃. Indeed, we can simply consider w̃[k] = max|l|=|k| w[l]; that is in W̃ .
Consequently, we have
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⋂

w∈WGRS

�1,w(Zd) =
⋂

w∈W̃
�1,w(Zd).

The second equality can also be deduced from the proof of [45, Proposition 2.14]. ��
Proof of Theorem 21 First of all, a sequence a is in E(Zd) if and only if we have, for
every h ∈ E ′(Zd),

∑
k∈Zd |h[k]a[k]| < ∞. Moreover, a sequence (an)n∈N converges

to a in E(Zd) if and only if it converges to a in every space �1,|h|(Zd). This implies
that E(Zd) is the projective limit of the spaces �1,|h|(Zd) for h ∈ E ′(Zd)5; that is,

E(Zd) =
⋂

h∈E ′(Zd )

�1,|h|(Zd). (24)

Step 1. W̃ ⊂ E ′(Zd).
Let w ∈ W̃ and ε > 0. We denote by ei , i = 1 . . . d, the canonical basis of R

d .
From the GRS condition, we know that, for m ∈ Zwith |m| big enough,w[mei ]1/m ≤
eε . Therefore, there exists C > 0 such that for every m ∈ Z and i = 1, . . . , d,
w[mei ] ≤ Ceε|m|. Finally, we have for every k = (k1, . . . , kd) ∈ Z

d , using the
submultiplicativity of w,

w[k] ≤ w[k1e1] · · · w[kded ] ≤ Cdeε|k|.

This holds for every ε, so thatw ∈ E ′(Zd).We deduce that E(Zd) ⊆ ⋂
w∈W̃ �1,w(Zd).

Step 2.
⋂

w∈WGRS
�1,w(Zd) ⊆ E(Zd)

Let h ∈ E ′(Zd), we shall show that there existsw ∈ W such that |h| ≤ w. In particu-
lar, this would imply that �1,w(Zd) ⊆ �1,|h|(Zd), and therefore

⋂
w∈WGRS

�1,w(Zd) ⊆⋂
h∈E ′(Zd ) �1,|h|(Zd). Without loss of generality, we can consider that h is |·|-isotropic

and h ≥ 1. Indeed, we can otherwise consider the sequence

h̃[k] = max{1, max
|l|=|k|

|h[l]|}

that satisfies |h| ≤ h̃.
Let f be the function from R

+ to R that interpolates linearly the samples
(log h[ke1])k∈N. Since h[0] = 1 and h ≥ 1, we have f (0) = 0 and f ≥ 0. Let
F be the least concave majorant of f . We have that F(t) = sups≥0 min

(
1, t

s

)
f (s)

[37], from which we easily deduce the following fact: if f (t) ≤ αt + β with α > 0
and β ∈ R, then

F(t) ≤ αt + max(0, β). (25)

The sequence h is in E ′(Zd). Hence, for every ε > 0, there exists a constant Cε such
that h[k] ≤ Cεeε|k|. Therefore,we have, for every ε > 0 and t ≥ 0, f (t) ≤ logCε+εt .
From (25), we deduce that, for every ε > 0 and t ≥ 0,

F(t) ≤ εt + max(0, logCε). (26)

5 We say in that case that E(Zd ) and E ′(Zd ) are α-duals, see [28, Sect. 30.1].
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Letw be the sequence defined byw[k] = exp(F(|k|)). Then, we havew ∈ W̃ . Indeed,

• w is |·|-isotropic by definition;
• w satisfies the GRS condition: from (26), we have 1 ≤ w[mk]1/m ≤ C1/m

ε eε|k|
for every ε > 0 and then

1 ≤ lim inf
m

w[mk]1/m ≤ lim sup
m

w[mk]1/m ≤ eε|k|

for ε arbitrarely small. Hence, w[mk]1/m −→
m→∞ 1;

• w is submultiplicative: the function F is concave with F(0) = 0. Also, it is
subadditive in the sense that F(t +s) ≤ F(t)+ F(s) for every t, s ≥ 0. Therefore,
we have thatw[k+ l] ≤ w[k]w[l] for every k, l ∈ Z

d such that |k+ l| = |k|+|l|.
The other cases are easily deduced from the fact that F is increasing and w is |·|-
isotropic.

Finally, since f ≤ F , we have also that h ≤ w, which completes the proof. ��
Theorem 23 If X is a convolution algebra of type I, II, or III, then we have the
embedding E(Zd) ⊆ X .

Proof The cases of convolution algebras of type I and II is obvious. Consider thatX is a
convolution algebra of type III. According to [16, Theorem2.1],X = ⋂

w∈A �1,w(Zd)

for some family of GRS weights A ⊂ WGRS. Then,

E(Zd) =
⋂

w∈WGRS

�1,w(Zd) ⊆
⋂

w∈A
�1,w(Zd) = X . (27)

��
Interestingly, Theorem 21 allows for an alternative proof of the nuclearity of E(Zd),

without considering its dual E ′(Zd). Indeed, a locally convex space defined by a family
of norms is nuclear if and only if, for every norm in the family, there is a stronger
norm and the inclusion operator between the associated spaces is nuclear.6 Here, we
start from E(Zd) = ⋂

w∈WGRS
�2,w(Zd). We see easily that the canonical embedding

from �2,ww2(Z
d) to �2,w(Zd) with w2[k] = (1 + ‖k‖)d+1 is nuclear.

In the same spirit, Theorem 13 is a consequence of Theorem 21 using the Banach
convolution algebra machinery: for every w ∈ WGRS, �1,w(Zd) is an inverse-closed
convolution algebra, so that the same holds for the intersection.

5.4 The Hierarchy of Inverse-closed Convolution Algebras

The complete situation is summarized in Fig. 1 and briefly discussed below.
First of all, an inverse-closed convolution algebra X of type I, II, or III, is such that

E(Zd) ⊆ X ⊆ �1(Z
d). (28)

6 This characterization is sometimes chosen as the definition of nuclear spaces, see for instance [46,
Definition 50.1].
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Fig. 1 Hierarchy of inverse-closed convolution algebras

The first embedding is exactly Theorem 23. The second one is a consequence of the
two following facts: (i) any GRS submultiplicative weightw satisfiesw ≥ 1, therefore
�1,w(Zd) ⊆ �1(Z

d), and (ii) an inverse-closed convolution algebra of Definition 16 is
always an intersection of inverse-closed Banach convolution algebras.

Among the inverse-closed algebra of type I, we have algebraically decreasing
sequence spaces, larger than S(Zd), but also sequence spaces between E(Zd) and
S(Zd), with subexponential weights, as indicated in Fig. 1.

6 Unconstrained Inversion of Exponentially Decreasing Filters

In 1989, De Boor, Höllig and Riemenschneider proved that all finite-impulse response
(FIR) filters, including those that have frequency nulls, are invertible in S ′(Zd) [9].
To obtain this result, they exploited the property that the frequency responses of these
filters are entire functions of exponential type. We now complement our previous
results by showing that this unconditional invertibility result extends to the class of
filters with exponential decay. The enabling property is the real analyticity of the
Fourier transform which implies that the frequency nulls of ĥ(ω), if they occur, are
not too closely bunched together. For instance, the number of zeros is finite if the
dimension d = 1.

Theorem 24 Every non-zero exponentially decreasing filter h ∈ E(Zd) with (analytic)
frequency response ĥ = Fd{h} admits a convolution inverse g = F−1

d {1/ĥ} ∈ S ′(Zd)

such that g ∗ h = h ∗ g = δ[·]. The solutions fall into two categories:

1. Stable scenario where ĥ(ω) �= 0 for all ω ∈ T
d: the inverse filter g ∈ E(Zd) is

unique and exponentially decreasing.
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2. Singular scenario where ĥ(ω) is vanishing at some frequencies (ωi ): the inverse
filter g = F−1

d {1/ĥ} ∈ S ′(Zd) is of slow growth, meaning that there exists an
integer n ∈ N and a constant C = ‖g‖�∞,1/wn (Zd ) such that

|g[k]| ≤ C(1 + ‖k‖)n .

Proof The first statement is the second part of Theorem 13. For the second more
involved part, we first observe that ĥ(ω) = ∑

k∈Zd h[k]e−i〈ω,k〉 is also analytic over
R

d since it is 2π -periodic. We then rely on a powerful theorem in distribution theory
that settled the division problem initially raised by Laurent Schwartz [5,31].

Theorem 25 (Łojasiewicz’s division theorem) Let ĥ be real analytic (and non-
identically zero) over R

d . Then, the equation ĥĝ = û admits a distributional solution
ĝ ∈ S ′(Rd) (Schwartz’ space of tempered distributions over R

d) for any tempered
distribution û.

This allows us to deduce that ĝ = 1/ĥ ∈ S ′(Rd). Since ĝ is periodic as well, we
have that ĝ ∈ S ′(Td) so that g ∈ S ′(Zd), based on the standard property that the
Fourier coefficients of a periodic distribution are slowly-increasing. ��

7 Application to Cardinal Spline Interpolation

Given a series of data points ( f [k])k∈Zd , the classical problem of cardinal spline
interpolation is to determine a function f : R

d → R within some given spline
space such that f (x)|x=k = f [k] for all k ∈ Z

d (interpolation condition) [40].
In Schoenberg’s classical formulation, polynomial splines are represented as linear
combinations of basis functions that are integer shifts of a compactly-supported B-
spline ϕ : R

d → R:

f (x) =
∑

k∈Zd

c[k]ϕ(x − k). (29)

The determination of the spline interpolant of f [·] then reduces to solving the discrete
convolution equation f [k] = f (x)|x=k = ∑

l∈Zd c[l]ϕ(k− l) = (ϕ[·] ∗ c)[k] where
ϕ[k] = ϕ(x)|x=k is the sampled version of ϕ. Under the assumption that the system is
invertible, the solution is given by (29) with c[k] = (h ∗ f )[k] where h is the discrete
convolution inverse of ϕ[·] [44]. Equivalently, we have that

f (x) =
∑

k∈Zd

f [k]ϕint(x − k) (30)

where the interpolation kernel (or Lagrange function)

ϕint(x) =
∑

k∈Zd

h[k]ϕ(x − k) (31)
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is the unique cardinal spline that interpolates the kronecker delta sequence δ[·]. Eq.
(30) expresses the one-to-one relation between the spline interpolant f : R

d → R and
its sample values f [·], with the Lagrange function ϕint providing the mathematical
description of the interpolation algorithm. A key descriptor is the rate of decay of ϕint,
as it tells us the influence of neighboring samples on the value of the function at some
non-integer location x0 ∈ R

d .
We shall now use our results on convolution algebras to infer the decay of the

Lagrange function, ϕint, from the properties of ϕ. First, we shall consider the case of
localized generators (e.g., ϕ ∈ L1(R

d)) which will allow us to recover the classical
results on the exponential decay of polynomial spline interpolants and their higher
dimensional variants [8,40]. To encompass an even broader class of splines, we shall
then extend the formulation to the case where the generator is the slowly increasing
Green’s function of some differential operator L [35]. For instance, in dimension
d = 1, cubic splines may be described as L-splines with L = D4 being the fourth
derivative operator, meaning that they admit an expansion of the form

f (x) =
∑

k∈Z
c[k] (x−k)3+

3!

where the generator ϕ(x) = x3+
3! (one-sided cubic monomial) is the causal Green’s

function of D4. The challenge there is the lack of decay of ϕ which calls for a more
sophisticated treatment. This scenario will also allow us to illustrate the use of Theo-
rem 24 on the inverse of convolution operators with frequency nulls.

7.1 Integrable Basis Functions

Starting from a continuous generator ϕ ∈ L1(R
d), the problem is to specify the

interpolator for the shift-invariant space

Vϕ =
⎧
⎨

⎩ f (x) =
∑

k∈Rd

c[k]ϕ(x − k) : c ∈ �2(Z
d)

⎫
⎬

⎭ .

As explained before, the Lagrange function ϕint—i.e., the unique member of Vϕ such
that ϕint(k) = δ[k] for every k ∈ Z

d—is given by (31) where h[·] is the convolution
inverse of ϕ[·]. In the Fourier domain, this yields

ĥ(ω) = 1∑
k∈Zd ϕ(k)e−i〈ω,k〉 = 1∑

n∈Zd ϕ̂(ω − 2πn)
, (32)

where ϕ̂(ω) = ∫
Rd ϕ(x)e−i〈ω,x〉dx is the continuous-domain Fourier transform of ϕ.

This is well-defined with some minor assumptions on ϕ, while we also assume that
the denominator of (32) is non-vanishing. The second equality follows from Poisson’s
summation formula.



2058 Journal of Fourier Analysis and Applications (2019) 25:2037–2063

Our results allow one to transfer, under mild conditions, the decay property of an
integrable basis function ϕ to its associated interpolator ϕint. To do so, we propose to
introduce the continuous-domain counterparts of the sequence spaces in Fig. 1. They
are closely related to weighted Wiener amalgam spaces as Wiener amalgam spaces
that can be tracked back to [49,50]. They allow to amalgam local and global criteria on
functions [15,24] and have strong connection with sampling theory [1,14]. This is also
the spirit of the following definition. Let w be a submultiplicative weight function.
Then, we set

W1,∞,w(Rd) =
⎧
⎨

⎩ f : R
d → R : ‖ f ‖W1,∞,w(Rd )

= sup
x∈[0,1]d

∑

k∈Zd

| f (x + k)|w(k) < ∞
⎫
⎬

⎭ , (33)

which is a Banach space for the norm ‖ f ‖W1,∞,w(Rd ). This means that the sequences

fx0 [·] defined by fx0 [k] = f (x0 + k) is all in �1,w(Zd) for every x0 ∈ [0, 1]d , and
that their �1,w-norms are uniformly bounded. We also define, in line with (13) and
(22) (for p = 1), the space of rapidly decaying functions

R(Rd) =
⋂

n∈N
W1,∞,wn (R

d), (34)

together with the space of exponentially decaying ones

E(Rd) =
⋂

w∈WGRS

W1,∞,w(Rd). (35)

We recall that the weights wn impose algebraic decay while the GRS weights further
enforce subexponential decay. The inclusion of f ∈ E(Rd) corresponds to the notion
of exponentially decay in direct analogy with the discrete case in Theorem 21. We
start with a preliminary result.

Lemma 26 Let w be a submultiplicative weight. Then, for any function ϕ ∈
W1,∞,w(Rd) and any sequence a ∈ �1,w(Zd), the function ψ = ∑

k a[k]ϕ(· − k)
is in W1,∞,w(Rd).

Proof Fix x0 ∈ [0, 1]d and set ϕx0 [k] = ϕ(x0 + k) (idem for ψx0 [·]), which allows
us to write ψx0 [·] = (ϕx0 [·] ∗ a) as a discrete convolution. We then invoke Young’s
inequality (valid because w is submultiplicative) to deduce that

‖ψx0 [·]‖�1,w(Zd ) ≤ ‖ϕx0 [·]‖�1,w(Zd )‖a‖�1,w(Zd )

≤ ‖ϕ‖W1,∞,w(Rd )‖a‖�1,w(Zd ). (36)

The last bound, which is independent of x0, then yields
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‖ψ‖W1,∞,w(Rd ) = sup
x0∈[0,1]d

‖ψx0 [·]‖�1,w(Zd ) < ∞.

��
Proposition 27 Let ϕ ∈ L1(R

d) be a function such that
∑

n∈Zd ϕ̂(ω − 2πn) does not
vanish for any ω. If ϕ has algebraic, fast, or exponential decay (in the sense given
above), then the same holds true for the Lagrange function ϕint defined by (31).

Proof Assume that ϕ ∈ W1,∞,w(Rd) for some submultiplicative GRS weight w. The
weakest assumption is ϕ ∈ W1,∞,w(Rd) with w being the constant function 1. This
implies that ϕ[·] ∈ �1(Z

d). It follows from the Poisson summation formula that the
expression ∑

n∈Zd

ϕ̂(ω − 2πn) =
∑

k∈Zd

ϕ(k)e−i〈ω,k〉 (37)

is continuous and hence also bounded on R
d .

The hypothesis that
∑

n∈Zd ϕ̂(ω − 2πn) does not vanish implies that the sequence
ϕ[·] is �2-invertible, its inverse being denoted by h. Because �1,w(Zd) is inverse-
closed (Theorem 8), we know that h ∈ �1,w(Zd). Then, from Lemma 26, we deduce
that ϕint = ∑

k∈Zd h[k]ϕ(·− k) ∈ W1,∞,w(Rd), which allows us to transfer the decay
of ϕ to the Lagrange function ϕint:

• Algebraic decay: ϕ ∈ W1,∞,wn (R
d) for some n ≥ 0 ⇒ ϕint ∈ W1,∞,wn (R

d).
• Fast decay: ϕ ∈ R(Rd) ⇔ ϕ ∈ W1,∞,wn (R

d) for every n ≥ 0 ⇒ ϕint ∈
W1,∞,wn (R

d) for every n, where the latter is equivalent to ϕint ∈ R(Rd).
• Exponential decay: ϕ ∈ E(Rd) ⇒ ϕ ∈ W1,∞,w(Rd) for every GRS weight. Then,
the previous argument implies that h (the inverse filter of ϕ[·]) is in �1,w(Zd) for
every GRS weight w. According to Theorem 21, this is equivalent to h ∈ E(Zd).
Again, we deduce that ϕint ∈ W1,∞,w(Rd) for every w, which is equivalent to
ϕint ∈ E(Rd).

��

7.2 Slowly Increasing Basis Functions

We now generalize the decay estimates to account for a larger class of functions. More
precisely, we consider generators ϕ of slow growth—typically, the Green’s function
of some differential operator L with ϕ̂(ω) = 1/L̂(ω). Formally, we can still define the
interpolator as in the previous case. The corresponding Fourier-domain representation
is

ϕ̂int(ω) = ϕ̂(ω)∑
n∈Zd ϕ̂(ω − 2πn)

= ĥ(ω)ϕ̂(ω) (38)

where ĥ(ω) is also specified by (32).
Under some restrictions on ϕ̂, we shall prove that the interpolator exhibits expo-

nential decay. We shall also show that the spline generator ϕ can be recovered from
ϕint by the formula
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ϕ(x) =
∑

k∈Zd

p[k]ϕint(x − k) (39)

where p is a slowly increasing sequence.

Definition 28 We view R
d and T

d as living inside C
d , and we consider the following

tubes:

• T
d =

{
x = (x1, . . . , xd) ∈ R

d
∣∣∣∣ − π < x j ≤ π, j = 1 . . . d

}
;

• T
d
ε =

{
x = (x1, . . . , xd) ∈ C

d
∣∣∣∣ �(x) ∈ T

d ,−ε < �(x j ) ≤ ε, j = 1 . . . d

}
;

• R
d
ε =

{
x = (x1, . . . , xd) ∈ C

d
∣∣∣∣ �(x) ∈ R

d ,−ε < �(x j ) ≤ ε, j = 1 . . . d

}
.

Before stating our theorem on the exponential decay of interpolators, we begin with
a lemma to show that the sequence

h[·] = F−1
d

{
1∑

n∈Zd ϕ̂(ω − 2πn)

}
(40)

is well defined and decays exponentially.

Lemma 29 Suppose we have a continuous, slowly increasing ϕ : R
d → R that

has a generalized Fourier transform ϕ̂ : R
d → [0,∞) that satisfies the following

conditions:

• 1/ϕ̂ has an analytic extension to R
d
ε for some ε > 0. This implies that 1/ϕ̂ is real

analytic on R
d ;

• ϕ̂(ω) ≥ 0 for ω ∈ R
d ;

• ∃γ > 0 and C > 0 such that ϕ̂(ω) < C |ω|−d−γ for ω ∈ R
d
ε \T

d
ε .

Then the function
ĥ(ω) := 1∑

n∈Zd ϕ̂(ω − 2πn)
(41)

is analytic on R
d
ε′ for some ε ≥ ε′ > 0.

Proof The idea for our proof comes from [32], where the authors showed that poly-
harmonic interpolators have exponential decay. First, we rewrite the expression as

ĥ(ω) = 1

ϕ̂(ω) + ∑
n �=0 ϕ̂(ω − 2πn)

= 1

ϕ̂(ω)

(
1

1 + ϕ̂(ω)−1F(ω)

)

where
F(ω) :=

∑

n �=0

ϕ̂(ω − 2πn). (42)

Now, for n �= 0, 1/ϕ̂(· − 2πn) is an analytic function that is bounded away from 0 on
T

d
ε . Hence its inverse ϕ̂(· − 2πn) is also analytic on T

d
ε . The decay of ϕ̂ ensures that

the series in F converges uniformly on compact subsets of T
d
ε . Therefore, the series

converges to an analytic function. Also, the analyticy of 1/ϕ̂ implies that the product
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ϕ̂−1F is analytic. Then we choose ε ≥ ε′ > 0 so that 1+ ϕ̂−1F is bounded away from
0 on T

d
ε′ . This allows us to invert with the guarantee that (1+ ϕ̂−1F)−1 is analytic on

T
d
ε′ . We then multiply by the analytic function 1/ϕ̂ and find that ĥ is analytic on T

d
ε′ .

Finally, ĥ extends periodically to an analytic function on R
d
ε′ . ��

Theorem 30 If ϕ is a basis function as defined in Lemma 29, then the corresponding
interpolating function ϕint : R

d → C, defined in the Fourier domain by (38), decays
exponentially fast.

Proof We rewrite the Fourier transform of ϕint as

ϕ̂int(ω) = 1

1 + ϕ̂(ω)−1F(ω)
, (43)

which was found to be analytic on some T
d
ε′ in the proof of Lemma 29.

Also, since 1/ϕ̂ is bounded away from 0 on the boundary of T
d
ε , ϕ̂ is analytic on a

region R that contains R
d
ε′ \T

d
ε′ and nontrivially intersects T

d
ε′ . Since ĥ is analytic on

R
d
ε′ , the product ϕ̂int = ĥϕ̂ is also analytic on R.
These two facts together imply that ϕ̂int is analytic on R

d
ε′ . Moreover, the decay of

ϕ̂ ensures that on R
d
ε′ , ϕ̂int is integrable over translates of R

d . Hence ϕ̂int is analytic
on R

d
ε′ and therefore its inverse Fourier transform (on R

d ) has exponential decay [39,
Theorem 9.14]. ��

Corollary 31 The reproduction property of (39) is valid and the sequence p has at
most polynomial growth.

Proof In Lemma 29 we showed that the sequence h of (31) is exponentially decaying.
Therefore Theorem 24 implies that its convolution inverse p is of slow growth. ��

Let us now apply those results to the case of the cubic splines with L = D4. These
splines can be generated from the canonical Green’s function of D4 whose Fourier
transform is

ϕ̂(ω) = 1

L̂(ω)
= 1

(iω)4
,

which satisfies the assumptions of Lemma 29. This allows us to deduce that the cor-
responding Lagrange function ϕint,3 has exponential decay, while Corollary 1 ensures
the validity of the reproduction formulas

x3+ =
∑

k∈N
k3ϕint,3(x − k) and |x |3 =

∑

k∈Z
|k|3ϕint,3(x − k).

The same considerations apply to the whole class of exponential splines with generic
L = P(D) = DN + aN−1DN−1 · · · + a0I [48], or, in higher dimensions, for the
extensions of the polyharmonic splines where L = P(−�) is a suitable polynomial
of the (negative) Laplacian operator −� with Fourier symbol ‖ω‖2.



2062 Journal of Fourier Analysis and Applications (2019) 25:2037–2063

References

1. Aldroubi, A., Feichtinger, H.G.: Exact iterative reconstruction algorithm for multivariate irregularly
sampled functions in spline-like spaces: the L p-theory. Proc. Am. Math. Soc. 126(9), 2677–2686
(1998)

2. Aldroubi, A., Gröchenig, K.: Nonuniform sampling and reconstruction in shift-invariant spaces. SIAM
Rev. 43, 585–620 (2001)

3. Aldroubi, A., Sun, Q., Tang,W.S.: p-frames and shift invariant subspaces of L p . J. Fourier Anal. Appl.
7(1), 1–21 (2001)

4. Almira, J.M., Luther, U.: Inverse closedness of approximation algebras. J. Math. Anal. Appl. 314(1),
30–44 (2006)

5. Atiyah, M.F.: Resolution of singularities and division of distributions. Commun. Pure Appl. Math.
23(2), 145–150 (1970)

6. Baskakov, A.G.: Wiener’s theorem and the asymptotic estimates of the elements of inverse matrices.
Funct. Anal. Appl. 24(3), 222–224 (1990)

7. Baskakov, A.G.: Estimates for the entries of inverse matrices and the spectral analysis of linear oper-
ators. Izvestiya: Math. 61(6), 1113–1135 (1997)

8. Chui, C.K., Jetter, K., Ward, J.D.: Cardinal interpolation by multivariate splines. Math. Comput.
48(178), 711–724 (1987)

9. de Boor, C., Hollig, K., Riemenschneider, S.: Fundamental solutions for multivariate difference equa-
tions. Am. J. Math. 111(3), 403–415 (1989)

10. Debrouwere, A.: Generalized function algebras containing spaces of periodic ultradistributions. In:
Generalized Functions and Fourier Analysis, pp. 59–78. Springer, Berlin (2017)

11. Debrouwere, A., Vindas, J.: Discrete characterizations of wave front sets of fourier-lebesgue and
quasianalytic type. J. Math. Anal. Appl. 438(2), 889–908 (2016)

12. Demko, S.,Moss,W.F., Smith, P.W.: Decay rates for inverses of bandmatrices.Math. Comput. 43(168),
491–499 (1984)

13. Feichtinger, H.G.: Gewichtsfunktionen auf lokalkompakten Gruppen. Sitzungsber.d.österr. Akad.Wiss
188, 451–471 (1979)

14. Feichtinger, H.G.: New results on regular and irregular sampling based on Wiener amalgams. In:
Function Spaces (Edwardsville, IL, 1990). Lecture Notes in Pure and Applied Mathematics, vol. 136,
pp. 107–121. Dekker, New York (1992)

15. Feichtinger, H.G.:Wiener amalgams over Euclidean spaces and some of their applications. In: Function
Spaces (Edwardsville, IL, 1990). Lecture Notes in Pure and Applied Mathematics, vol. 136, pp. 123–
137. Dekker, New York (1992)

16. Fernández, C., Galbis, A., Toft, J.: Spectral properties for matrix algebras. J. Fourier Anal. Appl. 20(2),
362–383 (2014)

17. Fernández, C., Galbis, A., Toft, J.: Characterizations of GRS-weights, and consequences in time-
frequency analysis. J. Pseudo-Differ. Oper. Appl. 3(6), 383–390 (2015)

18. Gelfand, I.M., Raikov, D., Shilov, G.: Commutative Normed Rings. Chelsea Publishing Co., NewYork
(1964)

19. Grafakos, L.: Classical Fourier Analysis. Springer, Berlin (2008)
20. Gröchenig, K.: Weight functions in time-frequency analysis. In: Rodino, L., et al. (eds.) Pseudodif-

ferential Operators: Partial Differential Equations and Time-Frequency Analysis, pp. 343–366. Fields
Institute Comm, Toronto (2007)

21. Gröchenig, K.: Wiener’s lemma: theme and variations. An introduction to spectral invariance and its
applications. In: Four Short Courses on Harmonic Analysis, pp. 175–234. Springer, Berlin (2010)

22. Gröchenig, K., Leinert, M.: Wiener’s lemma for twisted convolution and Gabor frames. J. Am. Math.
Soc. 17(1), 1–8 (2004)

23. Grothendieck, A.: Produits tensoriels topologiques et espaces nucléaires. Memoirs of the American
Mathematical Society, vol. 16 (1955)

24. Heil, C.: An introduction to weighted Wiener amalgams. Citeseer, pp. 183–216. Allied Publishers,
New Delhi (2003)

25. Helmut, H.S.: Topological Vector Spaces, 2nd edn. Graduate Texts in Mathematics, vol. 3. Springer,
Berlin (1999)

26. Jaffard, S.: Propriétés des matrices «bien localisées» près de leur diagonale et quelques applications.
In: Annales de l’IHP Analyse non linéaire, vol. 7, pp. 461–476 (1990)



Journal of Fourier Analysis and Applications (2019) 25:2037–2063 2063

27. Katznelson, Y.: An Introduction to Harmonic Analysis. Dover Publications, New York (1976)
28. Köthe, G.: Topological vector spaces. I. Translated from the German by D. J. H. Garling. Die

Grundlehren der mathematischen Wissenschaften, Band 159. Springer, New York (1969)
29. Krantz, S.G., Parks, H.R.: A Primer of Real Analytic Functions. Springer, Berlin (2002)
30. Krishtal, I.: Wiener’s lemma: pictures at an exhibition. Rev. Union Mat. Argent. 52, 61–79 (2011)
31. Łojasiewicz, S.: Sur le problème de la division. Stud. Math. 18(1), 87–136 (1959)
32. Madych,W.R., Nelson, S.A.: Polyharmonic cardinal splines. J. Approx. Theory 60(2), 141–156 (1990)
33. Meijering, E.: A chronology of interpolation: from ancient astronomy to modern signal and image

processing. Proc. IEEE 90(3), 319–342 (2002)
34. Meise, R., Vogt, D.: Introduction to Functional Analysis. Oxford University Press, Oxford (1997)
35. Micchelli, C.: Cardinal L-splines. In: Karlin, S., Micchelli, C., Pinkus, A., Schoenberg, I. (eds.) Studies

in Spline Functions and Approximation Theory, pp. 203–250. Academic Press, New York (1976)
36. Newman, D.J.: A simple proof ofWiener’s 1/ f theorem. Proc. Am.Math. Soc. 48(1), 264–265 (1975)
37. Peetre, J.: Concave majorants of positive functions. Acta Math. Hung. 21(3), 327–333 (1970)
38. Pietsch, A.: Nuclear Locally Convex Spaces. Springer, Berlin (1972)
39. Reed, M., Simon, B.: Methods of Modern Mathematical Physics: Functional Analysis, vol. 1. Gulf

Professional Publishing, Houston (1980)
40. Schoenberg, I.J.: Cardinal Spline Interpolation. Society of Industrial and AppliedMathematics. SIAM,

Philadelphia, PA (1973)
41. Seeley, R.T.: Eigenfunction expansions of analytic functions. Proc. Am. Math. Soc. 21(3), 734–738

(1969)
42. Shin, C.E., Sun, Q.: Wiener’s lemma: localization and various approaches. Appl. Math. A J. Chin.

Univ. 28(4), 465–484 (2013)
43. Sun, Q.: Wiener’s lemma for infinite matrices. Trans. Am. Math. Soc. 359(7), 3099–3123 (2007)
44. Thévenaz, P., Blu, T., Unser, M.: Interpolation revisited. IEEE Trans. Med. Imaging 19(7), 739–758

(2000)
45. Toft, J.: The Bargmann transform on modulation and Gelfand-Shilov spaces, with applications to

Toeplitz and pseudo-differential operators. J. Pseudo-Differ. Oper. Appl. 3(2), 145–227 (2012)
46. Trèves, F.: Topological Vector Spaces, Distributions and Kernels, vol. 25. Dover Publications, New

York (2006)
47. Unser, M.: Sampling—50 years after Shannon. Proc. IEEE 88(4), 569–587 (2000)
48. Unser, M., Blu, T.: Cardinal exponential splines: part I-theory and filtering algorithms. IEEE Trans.

Signal Process. 53(4), 1425–1449 (2005)
49. Wiener, N.: On the representation of functions by trigonometrical integrals. Mathematische Zeitschrift

24(1), 575–616 (1926)
50. Wiener, N.: Tauberian theorems. Ann. Math. 33(1), 1–100 (1932)

Publisher’s Note Springer Nature remains neutral with regard to jurisdictional claims in published maps
and institutional affiliations.

Affiliations

Julien Fageot1 ·Michael Unser1 · John Paul Ward2

Michael Unser
michael.unser@epfl.ch

John Paul Ward
jpward@ncat.edu

1 Biomedical Imaging Group, École polytechnique fédérale de Lausanne (EPFL), Station 17, 1015
Lausanne, Switzerland

2 Department of Mathematics, North Carolina A&T State University, Greensboro, NC 27411, USA


	Beyond Wiener's Lemma: Nuclear Convolution Algebras and the Inversion of Digital Filters
	Abstract
	1 Introduction
	2 Notations and Definitions
	2.1 Sequences Spaces
	2.2 Convolution Algebras and Inverse-Closedness

	3 Review of Classical Results on Banach Convolution Algebras
	3.1 Weighted Banach Convolution Algebras
	3.2 Inverse-Closedness of Banach Convolution Algebras

	4 Inverse-Closed Nuclear Convolution Algebras
	4.1 Reminder on Nuclear Spaces
	4.2 The Space mathcalS( mathbbZd)
	4.3 The Space mathcalE( mathbbZd)

	5 Hierarchy of Inverse-closed Convolution Algebras
	5.1 Classification of Convolution Algebras
	5.2 Inverse-Closed Convolution Algebras of type III
	5.3 The Case of mathcalE( mathbbZd): the Smallest Inverse-closed Convolution Algebra
	5.4 The Hierarchy of Inverse-closed Convolution Algebras

	6 Unconstrained Inversion of Exponentially Decreasing Filters
	7 Application to Cardinal Spline Interpolation
	7.1 Integrable Basis Functions
	7.2 Slowly Increasing Basis Functions

	References




